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Abstract. Mathematical programs with equilibrium (or complementarity) con-
straints, MPECs for short, form a difficult class of optimization problems. The
feasible set has a very special structure and violates most of the standard constraint
qualifications. Therefore, one typically applies specialized algorithms in order to
solve MPECs. One prominent class of specialized algorithms are the relaxation (or
regularization) methods. The first relaxation method for MPECs is due to Scholtes
[SIAM Journal on Optimization 11, 2001, pp. 918-936], but in the meantime, there
exist a number of different regularization schemes which try to relax the difficult
constraints in different ways. Among the most recent examples for such methods are
the ones from Kadrani, Dussault, and Benchakroun [SIAM Journal on Optimization
20, 2009, pp. 78-103] and Kanzow and Schwartz [SIAM Journal on Optimization, to
appear]. Surprisingly, although these recent methods have better theoretical proper-
ties than Scholtes’ relaxation, numerical comparisons show that this method is still
among the fastest and most reliable ones, see for example Hoheisel et al. [Mathe-
matical Programming 137, 20183, pp. 257-288]. To give a possible explanation for
this, we consider the fact that, numerically, the regularized subproblems are not
solved exactly. In this light, we analyze the convergence properties of a number of
relaxation schemes and study the impact of inexactly solved subproblems on the
kind of stationarity we can expect in a limit point.

Key Words: Mathematical programs with complementarity constraints; Mathe-
matical programs with equilibrium constraints; Global convergence; KKT-points;
Stationary points; Strong stationarity; M-stationarity; C-stationarity; Weak sta-
tionarity; Inexact relaxation methods; Inexact regularization methods.



1 Introduction

In this paper, we consider mathematical programs with complementarity (or equilib-
rium) constraints, MPECs for short. These are constrained optimization problems
of the form

min f(x) st.  gi(z) <0 Vi=1,...,m,
—0 Vi=1,...,p, (1)

< Gi(zr) LH(x) >0 Vi=1,...,q,

where f, g;, h;, G;, H; : R® — R are assumed to be continuously differentiable, and
where the notation 0 < x L y > 0 for two vectors z,y € R? is a shorthand for the
conditions x > 0,y > 0,27y = 0. For several applications and theoretical issues of
MPECs, we refer to the two monographs [25, 29] as well as the related book [7] on
bilevel programming.

In principle, MPECs may be viewed as standard nonlinear optimization problems
(NLPs), but they have a special structure since, apart from the usual equality and
inequality constraints, they have the additional complementarity constraints given
by the functions G;, H; which may equivalently be rewritten as

Gi(x) >0, Hi(z) >0, Gi(x)H;(z)<0 Vi=1,...,q,

a formulation that has been exploited, e.g., in [12]. Whatever formulation is used
for the complementarity constraints, however, these constraints cause some troubles
both from a theoretical and a numerical point of view, especially because it is easy
to see that most standard constraint qualifications are violated at any feasible point
of the MPEC, cf. [25, 42].

On the other hand, the special structure of the complementarity constraints can
also be exploited in order to develop a number of specialized algorithms for the
solution of MPECs. In fact, during the last 15 years, a number of different methods
have been suggested in order to deal with the inherent difficulty of an MPEC,
including penalty, smoothing, interior-point, lifting, and relaxation methods. We
refer the reader to [1, 2, 6, 8, 12, 17, 18, 19, 21, 23, 24, 31, 32, 34, 35, 36] and
references therein for more details.

This manuscript deals with the class of relaxation (often also called regulariza-
tion) methods for MPECs. In particular, the focus will be on the following relaxation
methods:

e the global relaxation method by Scholtes [34]

the smooth relaxation method by Lin and Fukushima [24]
the local relaxation method by Steffensen and Ulbrich [35]

the nonsmooth relaxation method by Kadrani et al. [19]

the L-shaped relaxation method by the authors from [21].

More precisely, the method by Lin and Fukushima [24] is treated in a separate
paper [22], hence the corresponding results will only be summarized here, whereas
a detailed analysis and discussion for the other four methods are included in this
paper. The basic idea of all these methods is to replace the original MPEC by a
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sequence of potentially simpler NLPs depending on a certain parameter ¢ such that,
for t — 0, the relaxed problems approach the original one. Algorithmically, one
therefore tries to solve the sequence of NLPs by standard software, and hopes that
this sequence converges to a solution of the MPEC for ¢ — 0.

Of course, it is usually not possible to “solve” the relaxed NLPs, hence most of
the previous papers assume that a KKT-point can be found, and then consider the
behaviour of the corresponding sequence of KKT-points. Under suitable assump-
tions, the first three methods from [34, 24, 35] show convergence to C-stationary
points, whereas the last two methods from [19, 21] have the stronger and interesting
property that they converge to M-stationary points (for precise definitions of C-, M-
and related stationarities, we refer to Section 2).

However, in the majority of the papers on relaxation methods, the authors sup-
pose that they can compute the KKT-points of the relaxed NLPs exactly. This
assumption is unrealistic from a numerical point of view and does not coincide with
the usual termination criteria used in standard NLP software. The best one can
hope for is that a suitable solver is able to find an approximate KKT-point of the
relaxed NLPs. But then the question is whether the above-mentioned convergence
results still hold if we consider a sequence of approximate KKT-points only. The
answer is obviously negative, since we lose the sign structure of certain multipliers if
we do not consider exact KKT-points, hence one has to expect weaker convergence
results.

More precisely, this paper shows that, without any additional assumptions, three
of the above relaxation methods converge to weakly stationary points only, whereas
two of them converge to C-stationary points. The result is, however, quite sur-
prising, since, in particular, the two best methods from [19, 21|, where we obtain
M-stationarity as a limit of exact KKT-points, converge to weakly stationary points
only, whereas the method by Scholtes [34], for example, still converges to a C-
stationary point, i.e. for this method, we do not lose anything by replacing exact
KKT-points by approximate KKT-points. At least for the authors, this result was
quite astonishing, since originally we thought that the limit points were only weakly
stationary also for this method. However, since, in contrast to most of the other
relaxation schemes, we were not able to find a corresponding example, we tried
to prove convergence to C-stationary points and eventually succeeded. This con-
vergence property may partially explain the results from [16], where, among other
results, the authors provided a numerical comparison of the five relaxation meth-
ods considered here based on a collection of test problems. And although some of
the other methods have better theoretical properties, the relaxation introduced by
Scholtes was the best with respect to the criteria number of solved problems, func-
tion value in the solution, and elapsed time. Apart from this, however, we also give
additional conditions for the methods from [19, 21, 35] under which they converge
to C-, M-, or strongly stationary points.

The paper is organized in the following way: Section 2 contains some basic
definitions like suitable constraint qualifications, stationarity concepts as well as our
notion of an approximate KKT-point. The subsequent sections then consider the
convergence behaviour of the different inexact relaxation methods. We begin with
the global relaxation by Scholtes in Section 3 and proceed with a summary of the
results for the smooth relaxation by Lin and Fukushima in Section 4 which also



converges to C-stationary points when approximate KKT-points are considered.
Section 5 then considers the local relaxation by Steffensen and Ulbrich, and the
subsequent two Sections 6 and 7 deal with the nonsmooth and L-shaped relaxation
by Kadrani et al. and by the authors, respectively. We close this paper with some
final remarks in Section 8.

A few words concerning the notation: For a smooth function f : R* — R, we
denote the gradient of f at a point z by V f(z) and assume that it is a column vector.
The support of a vector x € R" is abbreviated as supp(z) := {i € {1,...,n} | z; #

0}.

2 Preliminaries

2.1 Standard Nonlinear Programs

As mentioned previously, the idea of a relaxation method is to relax the comple-
mentarity constraints and thus obtain a sequence of standard nonlinear programs.
For this reason, we need some notation and a few basic facts about NLPs. Consider
the following nonlinear program

min f(z) st g¢(z) <0 Vi=1,...,m, @)

where f,g;, h; : R® — R are assumed to be continuously differentiable. We denote
the feasible set by X C R” and define the set of active inequalities [,(z*) := {i €
{1,...,m} | gi(z*) =0} for an z* € X.

Now let 2* € X be a local minimum of (2) and assume that a suitable constraint
qualification holds in z*. Under these assumptions, it is well known that z* is a
stationary point, i.e. there exist multipliers A € R™, u € RP such that (z*, A\, ) is a
KKT-point. This means that the triple (z*, \, ) satisfies the equation

+Z>\ Vi(z +me

and the conditions A > 0, supp() C I,(z*), see, e.g., [3, 26] for more details.

Unfortunately, when NLPs are solved numerically, one rarely ends up in a KKT-
point. The termination criteria used in standard software like IPOPT [38], SNOPT
[13], KNITRO [4, 5], or filterSQP [11] checks whether an approximate KKT-point
has been found (in addition to other stopping criteria). If we neglect performance
improving details such as slack variables and scaling, these methods produce ap-
proximate solutions (z*, A, 1) satisfying the following conditions.

Definition 2.1 Let z* € R™ and € > 0 be given. If there exist vectors A € R™, u €
R? such that

H +Z>\ng +Zth ‘ <e,

3
gi(x )Sé,AZ—s, |gi(x )A|<a Vi=1,...,m, ®)
|hi(z")| < e Vi=1,...,p,

x* is called an e-stationary point of the NLP (2).
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It is clear that the single € used in the previous definition can be replaced by different
ones for the different parts of the KKT-conditions. In order to keep the notation
simple, we decided to take the same ¢ for all parts. Furthermore, it is also clear that
an appropriate definition of an e-stationary point depends on the particular class
of methods or even on the particular solver. For example, interior-point methods
generate iterates where nonnegativity constraints (on multipliers or slack variables)
automatically hold, hence the condition \; > —e could be replaced by the stronger
condition A\; > 0 in this case. SQP-type methods typically also guarantee that
nonnegativity constraints are satisfied, but due to numerical inaccuracies, there is
usually no guarantee for this. Finally, semismooth Newton methods applied to a
suitable reformulation of the KKT-conditions do not take into account any box
constraints (in general). Since our subsequent analysis should be independent of a
particular solver, we use the framework from Definition 2.1 that we believe is general
enough to cover all situations of interest.

2.2 Mathematical Programs with Complementarity Con-
straints

Now let us return to the MPEC (1). Again, we denote the set of feasible points by
X C R™ and define the following index sets for an x* € X:

I,(z") {ie{l,...,m} | gi(z*) =0},
Iy (z*) = {ie{l,...,q} | Gi(z") =0, Hi(z") > 0},
Ino(z*) == {ie{l,....q} | Gi(z") =0, Hy(z*) =0},
Iio(z*) = {ie{l,...,q} | Gi(z") >0, H;(z") = 0}.

Obviously, I,(x*) is the set of active inequalities as defined for NLPs and the sets
Ioy(z%), Ioo(x*), and Iyo(z*) form a partition of the set of complementarity con-
straints. If the point z* is clear from the context, we sometimes abbreviate the
index sets by I, loy, loo, and I, respectively.

In contrast to NLPs, where KKT-points are the most common stationarity con-
cept, a number of different stationarity definitions for MPECs have emerged over the
last few years. Here, we will restrict ourselves to those important for our analysis.

Definition 2.2 Let x* be feasible for the MPEC (1). Then x* is said to be

a) weakly stationary, if there are multipliers A € R™, i € RP, v, v € RY such that
y Yy p H Y
the equation

+Z)\ Vgi(x +Z,,L2w1 Z%VG ZVZVH

and the conditions
)\120, (ZGI) (%I) —O(Z'€]+0>,Vi:0(l'610+>

are satisfied,

(b) C-stationary, if it is weakly stationary and ~;v; > 0 for all i € Iy;
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(c) M-stationary, if it is weakly stationary and either v; > 0,v; > 0 or vv; = 0
fO’l” all 1 € I(]O;'

(d) strongly (S-) stationary, if it is weakly stationary and ~; > 0, v; > 0 for all
1€ Ioo.

Vv Vi Vi

AT I
i |

(a) weak stationarity (b) C-stationarity (c) M-stationarity (d) S-stationarity

Figure 1: Geometric illustration of weak, C-, M-, and strong stationarity for an
index ¢ from the bi-active set Io(z*)

The different conditions on the multipliers 7;, v; with i € Ipo(z*) are illustrated in
Figure 1. Obviously, the stationarity concepts differ only in the conditions on these
multipliers and thus coincide when the biactive set Inoo(z*) is empty. Otherwise, the
following implications hold:

strong stationarity => M-stationarity => C-stationarity = weak stationarity

The notion of weak and C-stationarity comes from the seminal paper [33], whereas
M-stationarity was introduced independently in [41, 27, 28, 39], and the concept
of strong stationarity may already be found in [25]. As pointed out in [9], strong
stationarity is equivalent to the standard KKT conditions of an MPEC.

In order to guarantee that a local minimum x* of (1) is a stationary point in
any of the previous senses, one needs to assume that a constraint qualification is
satisfied in z*. Since most standard CQs are violated in feasible points of (1), many
MPEC-analogues of these CQs have been developed. Here, we mention only those
needed later.

Definition 2.3 A feasible point z* of the MPEC (1) is said to satisfy the
(a) MPEC-linear independence CQ (MPEC-LICQ), if the gradients

(Vgi(a*) |ie I} U {Vhi(z*)|i=1,...,p}
U {VGi(z*) |i€InoU o} U {VH(z*)|i€ looUIlo}

are linearly independent;
(b) MPEC-Mangasarian Fromovitz CQ (MPEC-MFCQ), if the gradients

{Vai(z*) |ie L} U {{Vhi(z*) |i=1,...,p}
U {VGZ(I*) | 1€ IpoU ]0+} U {VHZ(ZL'*) | 1€ IpgU I+0}}

are positively linearly independent;



(¢) MPEC-constant rank CQ (MPEC-CRCQ), if for any subsets Iy C 1,, I, C
{1,...,p}, I3 C Ioo U Iy and Iy C Ioo U 1o such that the gradients

(Vgi(z*) | i € LYU{VR(z*) | i € LYU{VGi(z*) | i € LYU{VH(z*) |i € I}

are linearly dependent, there exists a neighborhood N(x*) of x* such that the
gradients

(Vgi(x) |i € LYU{Vhi(z) |i € LYU{VGi(z) | i€ LY U{VH(z)|ie L}

remain linearly dependent for all x € N(z*);

(d) MPEC-constant positive linear dependence CQ (MPEC-CPLD), if for any
subsets Iy C I, Iy C {1,...,p}, I3 C Ioo U Loy and Iy C oo U Iy such that
the gradients

are positively linearly dependent, there exists a neighborhood N(x*) of x* such
that the gradients

{Vygi(z) |ie L} U{Vhi(z) |ie L} U{VG;(x) |iec I3} U{VH;(x) |ie L}
are linearly dependent for all x € N(z*).

In the definition of MPEC-MFCQ and MPEC-CPLD, we use the notion of positive
linear dependent vectors. A set of vectors a;,b; € R", ¢ € I, j € J is called positively
linearly dependent, if there exist scalars {a; }icr and {f;}jes with a; > 0 for all i € I,
not all of them being zero, such that

Z o;a; + Zﬁjbj =0.

iel jeJ
Otherwise, the set of vectors is called positively linearly independent.

Obviously, linear independence implies positive linear independence. Hence, the
following implications hold between the MPEC-CQs:

MPEC-MFC

MPEC-LICQ MPEC-CPLD

~ MPEC-CRCQ =

Note that each of these CQs imply that a local minimum is M-stationary, see,
e.g., [10, 40], but only MPEC-LICQ is sufficient to guarantee strong stationarity
of a local minimum, cf. [9, 25, 30] and references therein. The MPEC-LICQ is
among the first MPEC-tailored constraint qualifications and may already be found
in [25, 33], the MPEC-MFCQ was introduced in [33], MPEC-CRCQ arises for the
first time in [35], and MPEC-CPLD is a more recent conditions from [15, 16]. Note
that MPEC-MFCQ is typically defined in a different way, but can easily be seen to
be equivalent to the above condition.



3 The Global Relaxation by Scholtes

In [34], Scholtes suggested to replace the complementarity conditions by the inequal-
ities

Gi(z) >0, Hi(x) >0, &) (x;t) := Gy(x)Hy(x) =t <0 Vi=1,...,q

with a relaxation parameter ¢ > 0. This transforms the feasible set of the comple-
mentarity constraints to the shape depicted in Figure 2.

Vit

Vit

Figure 2: Geometric interpretation of the relaxation by Scholtes

The relaxation leads to a sequence of relaxed nonlinear programs

min f(z) st. gi(zx) <0 Vi=1,...,m,
Gi(z) >0 Vi=1,....q, (4)
Hi(x) >0 Vi=1,...,q,

O3 (z;t) = Gi(x)Hy(x) —t <0 Vi=1,...,q

with ¢ | 0, which we will denote by NLP®(¢). From the original paper [34], the
following convergence result is known.

Theorem 3.1 Let {t,} | 0 and {(a* Nk, ¥ ~* V% %)} be a sequence of KKT-
points of NLP%(t,). If % — z* and MPEC-LICQ holds in x*, then x* is a C-
stationary point of the MPEC (1).

In [16], it was shown that MPEC-MFCQ is in fact enough to guarantee C-stationarity
of a limit point. But what happens, if we consider ej-stationary points of NLP(#;)
instead of stationary points? In the case of Scholtes’ relaxation, the following result
shows that this does not have any effect as long as we take care about the speed of
convergence of g | 0.

Theorem 3.2 Let {t;} | 0, ex = o(ty), {z*} be a sequence of ex-stationary points of
NLP®(t) with multipliers (\¥, %, ~* 1% 6%), and assume that 2% — z*. If MPEC-
MFCQ holds in x*, then x* is a C-stationary point of the MPEC.

Proof: Since all 2% are g,-stationary points of NLP(t;), we have
H ) + Z A7 gi (2F) + Z 1V R (2
- Z VIV Gz Z VEV H, (%) + Z SEV O (2" 1)

=1

< ek

[e.o]




with

gi(z%) < ey, N> e, [ Megi(a®)| < e Vi=1,...,m,
|hi(z%)] < ey Vi=1,...,p,
Gi(2%) > —ex, > —er, [WGi(a")| <er Vi=1,....q,
Hi(zF) > —ep,  vF > —ep, |[VFH(2%)] < ey Vi=1,...,q,
@f(l‘kﬂfk) < Ek, 5k Z —Ek, |6f®§($k,tk)| S €k Vi = 1, .o q,

where V&7 (2%; 1) = H;(z%)VG;(2*) + G;(2*)V H,;(2%). Obviously, the limit z* is
feasible for the MPEC (1). We define the multipliers

5G’k ) 5ZI€HZ(ZL‘I€) if7 € ]00(1‘*) U Io+($*),

R N if i € I o(x*),
5H,k L (S,f:GZ(JJk) ifie [00(5(7*) U [+Q(I*),
o if i € Io, (%)

Then we have

H +ZAngz +Zﬂm )

=1
—Z'yfVG ) + 25”%' (@) + Y o H (") VGi(a)
1€l o
_Zy’“VH +Z§H"‘VH + > 0G; Hi(zM|| < e
=1 1€lo4 o0

We claim that the multipliers (A", u¥, %, 0%, 6% 6% 67 1 ) are bounded. If the

sequence were unbounded, we could assume Wlthout loss of generality convergence

of the sequence

(NF, ik o,k §Gk SHk 6];+0U10+) B -
= (A 1, 79,7,6%,6", 61,0010, ) # 0.

[(A®, b, vk vk, 0k, 6k 6F )l e

Then the ej-stationarity of 2* yields

Z AiVgi(z*) + Z 7V hi(x Z %V Gi(x Z 7,V Hi(z")

+Z(5GVG +Z§HVH ) =0,

=1 i=1

where we took into account that H;(z*) — 0 (i € Io(z*)) and Gy(z*) — 0 (i €
Iy (z*)). For all i = 1,...,m, the gi-stationarity implies \; > 0. If \; > 0, we have
A¥ > ¢ for some constant ¢ > 0 and all k sufficiently large. This yields

ok

— =0
tk - tkl)\ﬂ - tkC



due to e = o(ty) and thus i € I,(2*). Analogously, we havey; > Oforalli =1,...,¢

and 7; > 0 implies G (x ) 50 and thus i € Ioo(x*) U oy (z*), and also 7; > 0 for all

i=1,...,q with 7; > 0 implying ( ) 50 and thus i € Too(z*) U Lig(x*).

Now assume 6¢ < 0 for some i. ThlS implies i € Ipo(2*) U Iy, (2*) and 6% =
8FH;(z%) < —c for some constant ¢ > 0 and all k sufficiently large. If i € Io, (z*)
it would follow that oF < _QH;(x) < 0 for all k sufficiently large, a contradiction
to the ep-stationarity of z*. Hence, we know i € Iyo(z*), which implies |0F] — oo.
Therefore, we can find a constant ¢ > 0 such that [0¥| > ¢ for all k sufficiently large.

Using this, we get

’Gz@k)Hz(J?k) — k] €k Ek
tk o tk|52k| o tkC

0< — 0. (6)

Similarly, if we assume 6¢ > 0 for some i, we know i € Ioo(z*) U Iy, (z*) and 6% =
08 H;(2*) > ¢ for some constant ¢ > 0 and all k sufficiently large If i € Ioo(z*), this
implies |0F| — oo, whereas for i € Ioy(z*) we get |0F] > 575  for all & sufficiently
large. In any case, we can find a constant ¢ > 0 with |5f| > c for all k sufficiently
large and proceed as we did in the previous case in order to see that (6) holds.

Consequently, 0% # 0 implies % — 1 and thus t(xk) - 0 and t—k) —>
0. Using a completely symmetric argument, the same holds “for all indices 1 with
67 £ 0. From these observations, we can conclude that

supp(7) Nsupp(d“) =0 and  supp(v) Nsupp(6™) = 0
Furthermore, we have
supp(y) U SUPP(SG) CIpUlpy and supp(v)U SUPP(SH) C oo U Lyo.

Hence, if (\, 1,75, 7,0%,65%) #0, (5 ) yields a contradiction to MPEC-MFCQ.
If, on the other hand, (A, 1,7, 7,09, 0M) = 0, there has to be an i € Io, (z*) U
I o(z*) with ; # 0. First consider the case i € o4 (z*). Then by definition
OFH;(z) -

e TS ORIl

>0

a contradiction to the assumption 6 = 0. In an analogous way, we obtain a con-
tradiction in the case i € I o(x*).

Consequently, the sequence {(\¥, ¥, ~* vk, §GF §Hk §

1+0U10+)} is bounded and

therefore converges to some limit (A*, u*, 7, 7, 6C. 68§, oUly) at least on a subse-
quence. By passing to this subsequence, we can assume convergence on the whole
sequence. It is easy to see that the support of this limit has the same properties
we derived before for (X, ji, 7, 7,09, 6%, 6; oulo, ). Thus, the following multipliers are
well defined:

Vi if i € supp(7), Z if i € supp(?),
vi=1{ =8¢ if i e supp(69), and vF =< —07 if i€ supp(6),
0 else 0 else



and z* together with the multipliers (A*, u*,~v*, v*) is a weakly stationary point of
the MPEC (1).

In order to prove C-stationarity of 2*, assume that there were an i € [yo(x*) such
that 7/v < 0. We consider without loss of generality only the case v/ < 0, > 0,
the other one can be treated the same way. Since we know that 4; > 0, this im-

plies i € supp(0€) and consequently 67 = 6% H,(2*) > 0 for all k sufficiently large.
%}f{i(zk) — 1 (by a similar argument leading to

(6)), we can conclude i € supp(d*!) because i € supp(#7) would imply %:k) — 0
in view of the g;-stationarity. Thus, we also have §/"% = §¥G;(z*) < 0 for all k

sufficiently large. Hence, G;(z*) and H,(z*) have different signs, a contradiction to
w — 1. Thus, * with the multipliers (\*, u*,v*, v*) is a C-stationary point
k

of the MPEC (1). O

Since i € supp(0°) also implies

4 The Smooth Relaxation by Lin and Fukushima

In contrast to the previous approach, Lin and Fukushima suggest in [24] to replace
the complementarity conditions by only two inequalities

O (2:t) = (Gi(z) +t)(Hy(x) +t) =2 >0 Vi=1,...,q

and
O (2; %) := Gi(x)Hy(z) —t* <0 Vi=1,...,q

with a relaxation parameter ¢ > 0. This transforms the feasible set of the comple-
mentarity constraints to the shape depicted in Figure 3.

H;(x)

t

Figure 3: Geometric interpretation of the relaxation by Lin and Fukushima

Note that ® is the function from Scholtes but here the parameter t is replaced
by t2, whereas the potentially simple nonnegativity conditions are replaced by the
new function ®X'. This relaxation leads to a different sequence of relaxed nonlinear
programs

min f(z) st gi(x) <0 Vi=1,...,m,
hll'):O Vizl,...,p,
OLE(z;t) = (Gi(x) + ) (Hy(z) +t) —t* >0 Vi=1,...,q,
7 (2;1?) = Gi(x)Hy(z) — 12 <0 Vi=1,...,q

(7)



with ¢ | 0, which we will denote by NLP*¥ (). From the original paper [24], the
following convergence result is known.

Theorem 4.1 Let {t;} | 0 and {(z* N, ¥, 7% 6%)} be a sequence of KKT-points
of NLP“*'(t},). If ¥ — x* and MPEC-LICQ holds in x*, then x* is a C-stationary
point of the MPEC (1).

Reference [14] shows that the above result remains true under the weaker MPEC-
MFCQ condition. The next result shows that we still get C-stationary points in the
limit if we compute only e;-stationary points of the nonlinear programs NLP™¥ ()
provided that e goes to zero sufficiently fast. A proof of this result is given in the
accompanying paper [22].

Theorem 4.2 Let {t;} | 0, e, = o(t3), {x*} be a sequence of ei,-stationary points
of NLP"¥ (), and assume that 2* — x*. If MPEC-MFCQ holds in x*, then x* is a
C-stationary point of the MPEC.

The assumptions in Theorem 4.2 are essentially identical to those from Theorem 3.2
for the Scholtes approach. Formally, the condition &, = o(t2) looks stronger than
ex = o(ty), but recall that the Scholtes function ®7 is parameterized by t* instead
of t in the Lin-Fukushima-regularization, hence these conditions coincide.

Since the proof of Theorem 4.2 is not given here, let us add some comments
why a result of this kind had to be expected, taking into account that we already
know from the previous section that the Scholtes-approach converges to C-stationary
points: The complementarity conditions G;(z) > 0, H;(z) > 0, G;(z)H;(xz) = 0 con-
sist of two parts, namely the two nonnegativity constraints and the pure comple-
mentarity relation. What makes the MPEC a complicated problem are these pure
complementarity relations. But these pure complementarity conditions are treated
by essentially the same function ®7 as in the approach by Scholtes, whereas the
less complicated nonnegativity constraints are replaced by the new function ®F.
Hence one can expect that the latter does not cause severe troubles, whereas the
former can be dealt with as in the Scholtes approach. In principle, these heuristics
justify the convergence to C-stationary points for the inexact Lin-Fukuhima relax-
ation method. Nevertheless, the detailed analysis is quite involved and needs some
extra techniques, hence we decided to treat this method in a separate paper [22],
also taking into account that the current one is already quite long.

5 The Local Relaxation by Steffensen and Ulbrich

In contrast to the previous two methods, Steffensen and Ulbrich suggest in [35] to
relax the feasible area for the complementarity constraints only around the kink in
the origin. To this end, they use a relaxation function ®V defined by

7Y (x;t) == Gi(z) + Hi(z) — ¢(Gi(z) — Hi(2); 1)
for a function ¢(.;t) : R — R given by

oS al, if |a| > t,
plast) '_{ 0 (2), ifld <t

11



where 6 denotes a regularization function as defined in [15, 35]. In particular, 6 has
the following properties:

— @ is twice continuously differentiable,
— o1 =00 = 1,
~0'(—1)=—1and 0'(1) = 1,

~ 6(a) > |a| for all @ € (—1,+1),

— |0'(a)| < 1 for all a € (—1,+1).

®5U is used to relax the complementarity constraints by

This function
Gi(x) >0, Hy(x) >0, &7 (x;) <0 Vi=1,...,q.

The resulting shape of the feasible set of the complementarity constraints is depicted
in Figure 4.

H;(x)

L Gi(z)

Figure 4: Geometric interpretation of the relaxation by Steffensen and Ulbrich

Hence, we consider the following sequence of nonlinear programs

min f(z) st gi(z) <0 Vi=1,...,m,
Gz(x)ZO Vizl,...,q,

Hi(xz)>0 Vi=1,...,q,

PV (z;t) <0 Vi=1,...,q,
with ¢ | 0, which we will denote by NLP*Y(¢). From [35], the following result is
known.

Theorem 5.1 Let {t;} | 0 and {(a® Nk, uk ~* V% %)} be a sequence of KKT-
points of NLP°Y(t). If ¥ — z* and MPEC-CRCQ holds in z*, then z* is a
C-stationary point of the MPEC (1).

In [15] this result was proven to hold under the weaker assumption of MPEC-CPLD
in the limit point; in particular, the statement therefore holds under MPEC-MFCQ.
Again, we want to analyze the price we have to pay if we replace the sequence of
KKT-points by a sequence of ¢;-stationary points. To do so, we need the following
auxiliary result, which is a direct consequence of the definition of ®;, see also [15, 35].

Lemma 5.2 The function ®7Y is continuously differentiable with gradient

VO (2 1)) = oV Gy (aF) + BV H (2,

12



where

r
( (2) ) ’ if Gi(2*) — Hi(a") < —ty,
( p ) = ( (2) ) ’ if Gi(a*) — Hi(z*) = ty,
A I
k ' (kY (K
1+6¢ Gi(z®)—H;(z") ) Zf |G’L(:L' ) Hz(x )‘ < g
\ tr

Throughout this section, the scalars of, 3% will always denote the numbers defined
in Lemma 5.2.

The following is the first main convergence result for the inexact local regular-
ization method from [35].

Theorem 5.3 Let {t;} 10, {ex} 1 0, {z*} be a sequence of ey-stationary points of
NLPSU(tk), and assume that x* — x*. Then x* is a weakly stationary point of the
MPEC provided that MPEC-MFCQ holds at x*.

Proof: Since all 2* are ej-stationary points of NLP? U(tk), there exist multipliers
(NF, u® % % 6%) such that

|Vt + Zx\ngz )+ Z,ﬁw ZWG ZkaH

=1 o
with
gi(7%) < ey, N> —en, |Mrgi(a®)| < e Vi=1,...,m,
|hl(xk)|§6k Vi:]-?"'apa
G'L(xk> > —Ek, ’YZk > —Ek, h/szl(xk)l < ¢k Vi= ]-7 -4,
Hi(2%) > —e, v > —ep, |VPHi(2")] <& Vi=1,...,q,
OV (xkity) <ep, OF > —ep, [0FRIV(2Fit)| <ep Vi=1,...,q.

This obviously implies that the limit 2* is feasible for the MPEC (1). Taking into
account the expression for the gradient V®;(x*; ;) from Lemma 5.2 and using the
abbreviations

Fo=ar = oray, 0P =wf =88 Vi=1,... .4,
we can rewrite the sum as
|V s +Z NV gy (2 +Zui“Vh Z&’“VG Zﬁ’“VH | e

We claim that the sequence { (NE, b Ak )} stays bounded. Otherwise, we may
assume without loss of generality that

(NP, P, AR, DF)

— (N, ,7,7) # 0.
T, i 5k, om) ~ AT 7

13



Dividing the previous inequality by ||()\k, uk Ak Dk)H and taking the limit & — oo,
we then obtain

Z NiVgi(x*) + Z [V hi(x Z 7V Gy(x Z 7,V H;(z

From the e-stationarity, we can infer \; > 0 for all i = 1,...,m, and A\; > 0 implies
gi(z*) — 0 and, consequently, i € I,(z*).

We next claim that supp(y) € Ipo(*) U Ip4(2*). Suppose this is not true, i.e.,
there exists an index ¢ with 4; # 0 and ¢ € Io(z*). Then we have G;(z*) > 0
and H;(z*) = 0. In particular, the inequality G;(z*) — H;(z*) > ¢;, then holds for
all k sufficiently large. Hence Lemma 5.2 gives of = 0 and, therefore, 7% = ~F.
Consequently, 4; # 0 yields [y*| = |[3%] - 0. It therefore follows from the -
stationarity that G;(2*) — 0, a contradiction to G;(x*) > 0 and the continuity of
G;. By a symmetric argument, we get supp(v) C Ioo(z*) U Iio(z").

Hence, our equation reduces to

> AVgi(at) + Z wVhi(z) = > 3VGi(z") - Y #nVH(z") =0.

i€ly 1€lo+UIpo 1€l10Ulpo

Since \; > 0 for all i € I,(z*), the assumed MPEC-MFCQ therefore gives \; =

O('L S I) ,l_LZ = O(’L = ]_ 7])) ’% = O(Z S .[0+U]00) 171 = O(Z c ]+0UIOO> Since

the remaining multlphers were already shown to be zero We get a contradiction to

(A, 1,7, 7) # 0. This shows that the sequence { (NF, ik A% o } is indeed bounded.
Subsequencing if necessary, we may therefore assume that

(NP P A5 58 — (N, v, v).

3

By the same arguments used above, this implies A} > 0 for all ¢ = 1,...,
and supp(\*) C Iy(x*), as well as supp(y*) C Ipo(z*) U [y (z*) and supp(v*)
Ino(z*) U Io(x*). This shows that x*, together with the multipliers (A\*, u*,~v*, v
is a weakly stationary point of the MPEC.

*

O 1N

In order to verify C-stationarity, we need a stronger assumption regarding the choice
of the sequence {e;} and, more importantly, a condition regarding the way the
sequence {r¥} is computed as an inexact solution of NLP(#;). The second main
convergence result is now formulated in the following theorem, where we recall that
the numbers af, 3% are those defined in Lemma 5.2.

Theorem 5.4 Let {t;} | 0, ex = o(ty), {x¥} be a sequence of ei.-stationary points
of NLPSU(tk), and assume that % — x*. Suppose further that there is a constant
¢ > 0 such that, for all i € Ipo(z*), we have

of >c and Bf>c  for all sufficiently large k with |G;(z") — H;(2*)| < t4. (8)

7

Then x* is a C-stationary point of the MPEC provided that MPEC-MFCQ holds at

*

T .
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Proof: We know from Theorem 5.3 that the limit point x*, together with the multi-
pliers ()\*, J TR y*) constructed in the previous proof, is at least weakly stationary.
In order to verify C-stationarity, assume that there exists an index i € Iyo(z*) such
that v'v7 < 0. By symmetry, and subsequencing if necessary, we may assume
without loss of generality that

v = lim (3F — aféF) <0 and v} = lim (vF — BFoF) > 0.

k—o0 k—o0

From the ej-stationarity of 2* and the properties of 6, we know

liminf ¥ > 0, liminf v} > 0, liminf§F >0 and of, BF €[0,2] Vk € N.
k—oo k—o0 k—o0

Hence, ;7 < 0 and v} > 0 implies af§% > C and v > C for some constant C > O and

all k sufficiently large. As in the proof of Theorem 3.2, the latter yields ) ) 0
from the ex-stationarity. We now distinguish three cases and derive a contradlctlon
for each of these cases.

Case 1: There is a subsequence such that G;(a*) — H;(z*) < —t; holds for all k € K

with some index set K C N. Division by ¢, shows that

Gi(z%) B H;(x%) S TEk H;(z%)
tk L7, 72 tk

a contradiction.

Case 2: There is a subsequence such that G;(z*) — H;(z*) > t; holds for all k € K
for some K C N. Then Lemma 5.2 implies af = 0 for all k¥ € K, a contradiction to
alFélf > C for all k sufficiently large.

Case 3: There is a subsequence such that |G;(z*) — H;(z*)| < t; for all k € K and

some index set K C N. Due to Zt( NN 0, this 1mp11es lt( il —k p* e [-1,1], at
least on a subsequence. More precisely, p* € [0, 1] because for negative G;(z*), the
ex-stationarity implies Gy(2*) € [—e,0) and thus %) — 0. Due to a¥é% > C for
all k sufficiently large and the boundedness of o, we also know 6% - 0. Hence, the
ej-stationarity together with e, = o(t;) implies

D BetEt ()
k— g 0o tk k— g 0o tk
= hm |5k| (‘Gl(:[ ) + (a7 —9<G’(x ) _ iz ))D’
k=K 173 2% t th

i.e. p* —6(p*) = 0. According to the properties of 6, for p* € [0, 1], this is only true
for p* = 1. Consequently, we know &'(p*) = 1. However, by Lemma 5.2, this implies
af =k 0, a contradiction to the assumption (8).

Since one of these three cases must occur, it follows that the limit point z*,
together with the multipliers (\*, u*,v*, v*), is a C-stationary point. O
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Let us take a closer look at condition (8). By Lemma 5.2, the coefficients o and gF
are given by
123

Gi(z*) — Hl(xk)>

a?zl—ﬁ'(
123

) and BF = 1+0’(
if |G;(2%) — H;(2*)] < tg. Due to the properties of 6, we have oF, 8F € (0,2) with of
going to zero if and only if Mkm(wk) — 1, and (¥ approaching zero if and only
if Mkm(mk) — —1. Hence, condition (8) is equivalent to the following condition:
There is a constant ¢ € (0, 1) such that, for all i € [yo(x*), we have

|Gi(2") — Hy(a")|
17

< ¢ for all sufficiently large k with ‘Gz(xk) - Hi(xk)| < .

A look at the proof of Theorem 5.4 (Case 3) reveals that it is necessary to keep af
23
H;(2%) € (—éty, éty). A symmetrical argument shows that we only need to take care
of BF in case %:k) — 0. From a geometrical point of view, this means that, for all

i € Ioo(x*), the pairs (G;(z*), H;(z*)) must, at least for k sufficiently large, not lie
in any of the two areas marked in Figure 5.

bounded away from zero only when — 0, in which case we eventually have

Hl(a:)
,
/4
il
2

gt

TN o

e |\

P B S G
///// i
p27

Pns s t

Figure 5: Geometric interpretation of condition (8)

The following examples show that the two additional assumptions (namely ¢ =
o(tx) and condition (8)) are, in general, necessary in order to obtain a C-stationary
point. The first counterexample shows that the condition £, = o(t;) had to be
imposed in Theorem 5.4 (whereas this condition is not needed in Theorem 5.3 to
prove weak stationarity of a limit point).

Example 5.5 Consider the simple MPEC
IIliIlIg — X1 s.t. T Z 0, i) 2 0, T1T9 = 0. (9)

Furthermore, consider the particular regularization function

O(y) :===(—y*+6y>+3) (10)

ool =

suggested in [37]. Note that it satisfies #'(0) = 0. Now, the conditions for &;-
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stationarity of NLP®Y(t) read as follows:

() () - () o)+ 3)

S &y
oo
l”i Z —&, ’Yt Z —E¢, |,yt'rt1| S €ty
xh > —ey, V> —gy, Vb < e
P (2hst) < g, 0" > —gy, |00V (2'5t)] < e

Let us choose an abritrary ¢ > 0 and let 2 = (2%, 2%) be the unique point in the
positive orthant satisfying z! = 2% and ®°Y(z%;¢t) = 0. Then it is easy to see
that 2 > 0,2 — 0 for ¢t | 0, and 2%, 2% < t. Furthermore, taking into account
that ¢(0) = 0, it follows that o' = ' = 1 for all ¢ > 0. Therefore, if we take
o0 :i=1,74" = 0,0 := 2, and & := 2t for all t > 0, it is easy to see that the tuple
(at, 4%, v, %) satisfies all e,-stationarity conditions. Furthermore, assumption (8)
also holds at the origin z* := (0,0). We have 2' — z* as ¢t | 0 and z* is easily seen
to be weakly stationary, but not C-stationary. The only assumption that is violated
from Theorem 5.4 is the condition ; = o(t) since here we only have g, = O(t). ¢

The following counterexample shows that we also have to use an additional require-
ment like (8) in order to obtain convergence to C-stationary points.

Example 5.6 Let us consider once again the MPEC from (9). To define NLPY(#),
we take once again the regularization function 6 from (10). The construction of this
counterexample is a bit more tricky, and we therefore begin with some preliminary
observations. To this end, let us define the mapping

h(y) := f:—g/((z;)) for y € [0, 1].

Formally, this mapping is not well defined for y = 1 since (1) = 1. However, an
easy calculation shows that we have

_ w+3 -1
A

so that the zero of the denominator cancels out. The last expression of h implies
that

1
Ny)=-+-——--=>0 V 0, 1].
(y) 4+4(y+2)2 y € [0,1]
Hence h : [0,1] — [—3/8, 0] is strictly increasing. Consequently, for each ¢ € (0, 3/8),
there exists exactly one y* € (0,1) such that h(y") = —t, and it follows that
limy o y* = 1.

Now, let us come back to the example from (9). For any ¢ € (0,3/8) and the
corresponding y' constructed as above, we define

I+ el(yt) t._ 1
1-0(@y) ~  1-0@")

xt = (xtlaxg) : (tyta0)7 /yt = 07 Vt =1+
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Then we always have |2t — zb| = ty' < ¢ and, therefore

xiz()? 7t207 33'1’}/ S €t,
ZL’ZZO, vh>1>0, xéut < &,
t ot
(IJSU(xt;t):xtl—{—xé—w(xlt%):t(yt—@(yt)) < 0,
5t >0,
t ot

|6'@5Y (2" t)| = |8 (:Ctl + x4 —t&(—xl - x2)>’

t(y' —0(y")) ‘ >
- [l =l =2 < e

¢t 1— 0y

—1=Atx 4t 1_9/(u) = -1

‘ ’Y + ( f + 1—€l(yt) =~ 6157

1 L+0() 1400
1—vigst(140(2 xQ) —l1-1- .
‘ - (+ < t =0 1-0n|

In particular, all e;-stationarity conditions are satisfied. Furthermore, we have ¢, =
t* = o(t). Nevertheless, limyo(z, z5) = (0, 0) is not a C-stationary point. This does
not contradict Theorem 5.4 since condition (8) is violated for the particular sequence
{z'} constructed in this example: It is easy to verify that o — 0 for ¢t — 0. O

6 The Nonsmooth Relaxation by Kadrani et al.

While the previous approaches all proposed to smooth the kink in the feasbile set,
Kadrani et al. [19] suggest to replace the complementarity conditions by the inequal-
ities

Gi(z)+t >0, Hi(z)+t >0, &FPB(z;t) := (Gy(w)—t)(Hi(x)—t) <0 Vi=1,...,q

with a relaxation parameter ¢ > 0. Note that ®XPP is continuously differentiable
with gradient

VOLPE(2;t) == (Gi(z) — t)VH(z) + (Hi(z) —t)VGy(z) Vi=1,...,q.

This relaxation transforms the feasible set of the complementarity constraints to the
nonsmooth shape depicted in Figure 6.
The relaxation leads to the following sequence of relaxed nonlinear programs

min f(z) st. gi(z) <0 Vi=1,...,m,
hi(x) =0 Vi=1,...,p,
Gi(z)+t >0 Vi=1,...,q, (1)
Hyz)+t>0 Vi=1,....q,
OB (2it) = (Gi(w) — t)(Hi(x) —t) <0 Vi=1,...,q

with ¢ | 0, which we will denote by NLP*P5(¢). The following convergence result
is known from reference [19].

18



t

Figure 6: Geometric interpretation of the relaxation by Kadrani et al.

Theorem 6.1 Let {t,} | 0 and {(a% Nk, u* ~* V% %)} be a sequence of KKT-
points of NLP*PB(ty). If 2% — 2* and MPEC-LICQ holds in x*, then z* is an
M-stationary point of the MPEC (1).

The same result was subsequently shown to hold under the much weaker MPEC-
CPLD condition in [16]. Hence, this relaxation method is among those with the
strongest convergence properties known so far: All limit points are M-stationary,
whereas all previously discussed relaxation methods are guaranteed to converge to
C-stationary points only. However, when we replace KKT-points with e-stationary
points, we lose most of this advantage. Strictly speaking, this is in contrast to
the statement in [19] where the authors claim that each limit point of certain e-
stationary points (eg-stationarity in [19] is defined in a slightly different way, requir-
ing stronger conditions than in our setting) are M-stationary. However, as already
observed in [21], the proof is erroneous, and a counterexample given in [21] shows
that the statement itself is indeed not true even under the stronger ¢j-stationarity
conditions from [19]. In fact, without any additional assumptions, we only get con-
vergence to weakly stationary points, as shown in the following result.

Theorem 6.2 Let {t;} | 0,{cr} 1 0, {z*} be a sequence of ei-stationary points of
NLP*PB(t,), and assume that x* — x*. Then x* is a weakly stationary point of the
MPEC provided that MPEC-MFCQ holds at x*.

Proof: Since 2* is an g-stationary point of NLPXP5(t), there exist multipliers

(NF, u® ~% % 6%) such that

H ) + Z AV gi(a*) + Z MAE: Z WVGi(x Z VIV H;(x

+devq>{@3(:c’“;tk) < e
=1 o0
with
( ) <€/€7 )‘f Z —Ek, |)\fgl(‘rk>| Sgk \V/Z.:]-?"wma
M| < ep Vi=1,...,p,

|h(
(‘ZJc) +tp 2 —Eky i > —Ek, ”yf(Gl(xk) + 1 | <e¢ Vi= 17 s 4,
(.ZTJ >+tk —€k, sz_glw |V7,’€(H1(Ik)+tk |§€k vj:l?"%Qa
q)KDB(‘T tk) < &, 5k > —Eg, |5qu)zl(DB(‘rk’tk>| < Vi= 17 - g
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Hence, the limit z* is at least feasible for the MPEC. Taking into account the
expression for the gradient of ®XP5 and setting

we can rewrite the first inequality as
|v s +Z AV gi(" +Z HEV R kaVG Z PV H,(x H < e

We claim that the sequence { Nk AR D )} stays bounded. Otherwise, we may
assume without loss of generality that

(AR, k3%, k)
| (AF, ik, 3%, ) |

— (A 5,7,7) # 0.

Dividing the inequality by H (N, k3 Dk)H and taking k& — oo then yields

q q
= i=1

From the Ek—stationarity, we obtain \; 2 0 for alli =1,...,m, and )\; > 0 implies
gi(z*) = 0, hence supp(\) C I, (x*).

We next want to show that supp(¥y) C Igo(x*) U Ioy(2*). Suppose that there
exists an index i such that 4; # 0 and ¢ € I o(z*). Then we have G;(z*) > 0 and
H;(z*) = 0. This implies G;(z*) & t;, — G;(x*) > 0 and thus, by the g;-stationarity,
¥ — 0. At the same time, the g;-stationarity implies

|65 P (2% )| = [0F (H (") — ) (Gi(2*) — ti)| = 0

and consequently 6%(H;(x*) — t;) — 0. Combined, this gives us 7% — 0. Conse-
quently, we have 4; = 0 in contrast to our choice of the index 1.

By a symmetric argument, we can show supp(v) C Ipo(z*) U I o(z*). The above
equation therefore reduces to

i€l i€looUlo4 i€looULo
MPEC-MFCQ now implies A; = 0(i € I,), i = 0(i = 1,...,p), 5 = 0(i € Ipp U
Iny), and 7; = 0 (i € Ipo U I4o). Since all the other components were already shown
to be zero, we get a contradiction to the fact that (\, i, ¥, 7) # 0.
Hence the sequence { (N, ke 5k TR } is bounded. Without loss of generality,

we may assume that the entire sequence { PNV ~k)} converges to a limit
(A", w7, v*). But this limit is weakly stationary since it is easy to see that the
multipliers \*, u*, v*, v* have the same properties as A, ji, 7, . U

As pointed out in [21], it is indeed possible to provide examples where a sequence of
ex-stationary points generated by the relaxation method by Kadrani et al. converges
to a weakly stationary point which is not even C-stationary. Hence it is not possible
to expect more than what is shown in the previous proof.

We next want to verify that one may get stronger stationarity of the limit under
additional assumptions regarding the way the sequence {z*} is computed.
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Theorem 6.3 Let {t;} | 0, e, = o(tx), {a*} be a sequence of ).-stationary points
of NLPXPB(t,), and assume that 2% — x* with MPEC-MFCQ holding in x*. Sup-
pose further that there is a constant ¢ > 0 such that, for all i € Iyo(z*) and all k
sufficiently large,

(a) the iterates (G;(z*), H;(x*)) satisfy

(Gi(z"), Hi(2*)) ¢ (tr, (1 +)te) x (1 — )t tr)
U((1 = o)tk t) x (tk, (1 + c)t).
Then x* is a C-stationary point of the MPEC.
(b) the iterates (Gi(a*), H;(z%)) satisfy
(Gi(2%), Hy(2")) ¢ (tr, (14 0)t) x (1 = c)ty, ti)

U((1 = )tg, tr) x (tr, (1 4 ¢)t) (13)
U(tx, (1 + c)tg)?.

Then x* is an M-stationary point of the MPEC.
(c) the iterates (Gi(a*), H;(z%)) satisfy

(Gi(2®), Hi(2%)) ¢ ((1 = )ty (1 + c)ti) X (t, 0)
U(tk, OO) X ((1 — C)tk, (1 + C)tk).

Then x* is an S-stationary point of the MPEC.

(12)

(14)

Proof: We know from Theorem 6.2 that z*, together with suitable multipliers
(N5, u*,~v*, v*), is at least weakly stationary.

(a) In order to verify C-stationarity, it remains to show that vv; > 0 holds for all
i € lpo(z*). By contradiction, without loss of generality, let us assume that there is
an index i € ypo(z*) such that v < 0 and vf > 0. From the previous proof, it then
follows that

0 = Tim (3F = 05 (Hy(a") — 1) < 0

i
k—o0

(possibly on a subsequence). Since liminf,v¥ > 0 due to the g;-stationarity, it
follows that there is a constant C' > 0 with 6¥(H;(2*) — ;) > C for all k sufficiently
large. Due to H;(x*) — t;, — 0, this implies |6¥| — oco. From the g;-stationarity, we
know that only §F — oo is possible and hence H;(x"*) > ;, holds for all k sufficiently
large. From this and ¢ = o(tx), we can infer

H; (" H;(a%) +t

Vf(—l(x ) —|—1) = yf(—l(x )+ k) -0 = =0
tk tk

The same reasoning combined with 6¥(H;(x*) — t;,) > C gives us

Glet) _ ) _ B0k )

= -0 =
17 Ly, 172

S8 (Hi(a) — 1) (

i.e. Gi(2%) € (1 =)y, (1 +c)ty) for all k sufficiently large. If we take a look at the
same limit from a different angle, we also get
H;(z") 1) L et G 7))

= — 0.
Ly ty,

5 (Gila") — )
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Now, let us use assumption (12). Due to H;(z*) > t; and G;(z*) € (1 — ¢)ty, (1 +
o)ty) for all k sufficiently large, either H;(z*) > (1 + ¢)t}, or Gi(x*) > t; or both
has to hold for all k£ sufficiently large. At least one of the two possibilities has
to be satisfied on a whole subsequence K C N. In the first case, it follows that
S8 (Gi(2%) — t) —x 0 and thus

vi = lim (vf = 65(Gi(a") — 1)) = 0.

(2
k:—)KOO

In the second case, we get at least v; < 0. In both cases, we therefore get a con-
tradiction to the assumption v/ > 0. Hence z* is a C-stationary point of the MPEC.

(b) Since (13) implies (12), it follows from statement (a) that z* is at least C-
stationary. To see that x* is M-stationary, it remains to show that the following two
implications hold for every index ¢ € Ipo(z*):

(v <0 =1/ =0) and (v <0 =1, =0).

Without loss of generality, let us only consider the first case 77 < 0 for some index
i € Ipo(x*). Following the proof of part (a), we can deduce that

H;(a*
Hi(2%) > t,, vf—0, 6F(Gi(a¥) - tk)( t(:c ) _ 1) — 0,
k
Gi(2*) € (1 — )t, (L +¢)ty) for all k sufficiently large.

Now, using assumption (13), there are only two possibilities left, namely H;(2*) >
(1 + ¢)tg, which implies v = 0 in the same way as in the proof of part (a), and
G;(2*) = ti, which also gives v = 0. Thus, in each of these two cases, x* is an
M-stationary point of the MPEC.

(c) Here we have to show that 7 > 0 and v} > 0 holds for all i € Ipo(z*). Assume,
again without loss of generality, that we have 7/ < 0 for some index i € Ipo(z*).
Following the proof of part (a), this implies H;(z*) > ¢, for all k sufficiently large

and %:k) — 1. This, however, contradicts assumption (14). Consequently, z* is an
S-stationary point of the MPEC. U

Figure 7 illustrates the additional conditions from Theorem 6.3, which require that
the iterates (G;(2*), H;(z*)) do not lie in any of the marked areas for all i € Ino(x*)
and all k sufficiently large.

7 The L-Shaped Relaxation from [21]

To keep the strong convergence properties of the relaxation by Kadrani et al. but
obtain a more favorable feasible set, the authors suggested in [21] to replace the
complementarity conditions by the inequalities

Gi(z*) >0, Hy(z*) >0, K5(z;¢) <0 Vi=1,....¢q
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(a) Condition (12) (b) Condition (13) (c) Condition (14)

Figure 7: Geometric interpretation of the conditions from Theorem 6.3

with a relaxation parameter ¢t > 0. The function ®X° is defined piecewise as follows

BES (1:4) = {(Gi(w) —t)(Hi(z) — 1) if Gy(x) + H(x) > 2t,
S —1((Gilw) = 1) + (Hi(w) — 1)) if Gi() + Hi(x) < 2t.

2

This transforms the feasible set of the complementarity constraints to the shape
depicted in Figure 8.

Gi(z)

t

Figure 8: Geometric interpretation of the relaxation by Kanzow and Schwartz

The relaxation leads to the following sequence of relaxed nonlinear programs

min f(xz) st.  gi(z) <0 Vi=1,...,m,
hi(z) = 0 Vi=1,....p,

Gi(x) >0 Vi=1,...,q, (15)
Hi(z) >0 Vi=1,...,q,

OES(2;4) <0 Vi=1,...,q

with ¢ | 0, which we will denote by NLP*(#). From the report version [20] of the
paper [21], the following convergence result is known.

Theorem 7.1 Let {t;} | 0 and {(a® Nk, ~% V% %)} be a sequence of KKT-
points of NLP*S(t;). If 2* — x* and MPEC-CPLD holds in z*, then z* is an
M-stationary point of the MPEC (1).

Additionally, the following result for inexactly solved subproblems was derived in

[21]. Note, however, that this paper uses a slightly stronger definition of e-stationary
points than the one applied here.
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Theorem 7.2 Let {t;} | 0, e, = o(tx), {*} be a sequence of ).-stationary points
of NLP*5(t}.), and assume that 2* — x*. If MPEC-LICQ holds in x*, then z* is a
weakly stationary point of the MPEC.

If, additionally, there is a subsequence K C N such that

Gi(z®) <ty, Hi(z") <t Vk e K, Vi€ Ip(z") (16)
holds, then x* is a C-stationary point of the MPEC.

Now, we will improve this result by proving it for the more general definition of
e-stationary points used here and by refining the additional assumption needed to
guarantee that the limit point is more than weakly stationary.

Theorem 7.3 Let {t;} 10, {ex} 1 0, {z*} be a sequence of ey-stationary points of
NLP*5(ty), and assume that 2* — x* with MPEC-MFCQ holding in x*. Then z*
is a weakly stationary point of the MPEC.

Suppose further that € = o(ty) and there is a constant ¢ > 0 such that, for all
i € Ipo(x*) and all k sufficiently large,

(a) the iterates (G;(z*), Hy(2*)) satisfy
(Gi(a®), Hy(2")) ¢ (tr, (1 + c)t) x (1= c)tx, tr)
U((l — C)tk, tk) X (tk, (1 + C)tk).
Then x* is a C-stationary point of the MPEC.
(b) the iterates (G;(z*), H;(2%)) satisfy
(Gi(a®), Hi(z")) ¢ (tr, (1 + c)ty) x (1 — e)tn, ti)
U((l — C)tk, tk) X (tk, (1 =+ C)tk) (18)
U(tr, (1 +e)tr)? U (1 — o)ty tr)%
Then x* is an M-stationary point of the MPEC.
(c) the iterates (Gi(x*), H;(z%)) satisfy
(Gi(a*), Hi(z*)) & (((1 = ), (1 +c)te) x (1 = c)tx, 00)

U((l — C)tk, OO) X ((1 — C)tk, (1 + C)tk)) \ {(tk, tk)}
(19)

(17)

Then x* is an S-stationary point of the MPEC.

Proof: Since all 2 are g-stationary points of NLP(t;), we have

m p
chc'f) YNV ) £ S i)
=1 =1
q

q q
- AVG) - YAV + Y otV <a
i=1 i=1 i=1 oo
with
gi(z¥) < ey, N> e, [Nrgi(2F)]) < e Vi=1,...,m,
|hi(z%)] < ey Vi=1,...,p,
Gi(z") > —ex,  AF 2> —er, |WGi(aM)] <& Vi=1,....q,
H’L(‘rk Z —Ek, Vzk Z —Ek, |VZICH’L($]€)| Sgk Vi = 17"‘7q7
®'Lf(s(xk7tk < €k, 5zk Z —Ek, |5zk®f(s(xk7tk)| S €k Vi = 17 <oy q,
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where we ®X9(2¥: ) is defined as before with the gradient

KS(, k. —
v®i(x’my_{«%@%tQVGmﬁ>Uﬂ@%thHxﬁ>d%-

Hence, the limit #* is obviously feasible for the MPEC (1). We define the multipliers

e = of(Hi(2F) —ty)  if Gi(2F) + Hi(2F) > 21y,
YT\ Ak 4 S5 (Gi(at) — 1) else,
Sk vF — S8(Gi(2%) — ty)  if Gi(2®) + Hy(2F) > 24y,
U vk 4 0F(H(2F) — ty)  else.
Then we have
|v s +Z AV gi(a" +Z HEV hy(x kaVG Z PVH (Y| <en

We claim that the multipliers (¥, %, 4% %) are bounded. If the sequence were
unbounded, we could assume without loss of generality convergence of the sequence

(Aknuk?’?kal;k) - 5\
)\k k Ak 7k
[[(A", o, 3%, ||

Then the gj-stationarity of z* yields

i \iVgi(z*) + Z [V hi(x Z 7V Gy(x Z 7,V H;(z
=1

Additionally, the j-stationarity yields A; > 0 for all i = 1,...,m, and \; > 0 implies
gi(z*) = 0, hence supp(A) C I,(z*).

Now consider an i € I o(z*). This implies G;(z*) + H;(z*) > 2t; for all k
sufficiently large and thus 4% = vF — 6¥(H;(2*) — t). The g,-stationarity yields
vEG(2%) — 0, hence vF — 0, and

7i,7,7) # 0.

SFOIS (1% 1) = OF(H (2%) — 1) (Gy(2F) — 1) — 0,

thus 0% (H;(2%) —t;) — 0. Consequently, we have 4; = 0. This shows that supp(y) C
Too(z*) U o4 (z*). By a symmetric argument, we obtain supp(#) C Ino(z*) U Lio(z*).
Thus, the equation above reduces to

> AVl +me = D WG = Y, nVH(x") =0

i€ly 1€looUlp4 1€looUl 4o

with A; > 0 for all i € I,(2*). Hence MPEC-MFCQ implies \; = 0(i € I,), ji; =
0(@=1,...,p), % =0(i € looU lpy), and 7; = 0 (i € Ioo U I1o). Altogether, we get
a contradlc‘mon to the fact that (), u 7, v) #0.

Hence the sequence { (\F, kAR ok } is bounded. Without loss of general-
ity, we can assume that the entire sequence {()\k T ﬁk)} converges to a limit
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(A, 1", 9%, ). The limit is then weakly stationary since the multipliers A*, p*, v*, v*
have the same properties as A, ji, 7, .

(a) To show that z* is C-stationary under the additional assumption from (a), it
suffices to show that v v > 0 for all i € Iyo(x*). To this end, it is enough to consider
the case where v < 0 or v < 0. Without loss of generality, let us consider the case
where 77 < 0 for some index i € Iny(z*). We will show that this implies v} < 0 by

considering the following two possible cases separately.

Case 1: There is a subsequence K C N with G;(z%) + H;(z¥) > 2t; for all
k € K. Then we have 7} = limy_, o (7F — 6F(H;(2*) — ¢)) < 0, which, due to
lim infy 00 ¥ > 0, implies 6F(H;(2*) — t;,) > C for a constant C' > 0 and all k € K
sufficiently large. Because of H;(z*) — t;, — 0, it follows that |6F| —x oco. Thanks
to the gj-stationarity, only 6F —x oo and thus H;(2*) > t;, for all k € K sufficiently

large is possible. Using this, the gj-stationarity, and e, = o(ty), we get

H. k
vr Zt(x)—m — U=k 0
K
and
(k kGKS (. (k
oF (H;(=") —tk)(Gz(x ) 1> _TE) Ly o, Gl —r 1.
tr Ty 7%

By assumption (17), H;(z*) > t, and %:k) —x 1 is possible only if H;(2*) >
(1 + ¢)ty, or Gi(a*) > ;. In the first case, the e;-stationarity implies

SF(Gi(a) — tk)< . 1) S0 = 0(Gia") — ) =k O
k

and thus

vi = lim (vf —6F(Gi(z") —ty)) = 0.

(2
k}—>KOO

In the second case, we get at least v < 0.

Case 2: There is a subsequence K C N with G;(z%) + H;(z*) < 2t; for all
k € K. Then we have 7} = limy_, o0 (vF + 6F(Gi(2%) — t1)) < 0, which, due to
liminfy, o v¥ > 0, implies §¥(G;(2*) — t) < —C for a constant C' > 0 and all
k € K sufficiently large. Analogously to the previous case, this implies 0¥ —x oo
and G;(z%) < t; for all k € K sufficiently large. Furthermore, we note that the
er-stationarity and e = o(ty) implies, in this case,

55“(Gi<x’“>—tk)(%xk)_1)' _ |Gt
o |Gl = )P+ () — )
ol t
_ mw‘j ;
S |
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so that the previous discussion immediately yields Git(:k) —xk 1. We claim that this

implies ( Y k1. Due to G; (x%) + H;(2%) < 2t;, for all k € K, we know already

—rg2—-1=1

and from the eg-stationarity and e, = o(tx) we get

H;(z"
(=) > ~E 0.
ty, 12

Now assume that there was a subsequence K’ C K with ( — g C" with C" €
[0,1). This would imply H;(z*) < G;(2*) for all k € K’ sufﬁc1ently large. Since we

can also deduce ik
57 (Hi(2*) — ty) (# — 1) -0
k

in a way analogous to (20), it then follows that 6% (H;(x*)—t;) —x+ 0. By combining
these facts and §F —x oo, we would get

—C Z 55(G1($k) — tk) Z 55([{1(‘%’6) — tk) — K 0,

a contradiction. Thus, we have proven %:k) — i 1. Next, let us consider v =
limy o0 (V405 (H;(2%)—t1,)). From the e;-stationarity, e, = o(t), and & LACH RN
we can infer v¥ —x 0. Due to assumption (17) and G;(z*) < tj,, & (w ) —>K 1, we

know H;(z*) < t, for all k € K sufficiently large. Together, this imphes

= lim (v + 6 (Hi(2*) — t1,)) <0.

k—o0

Thus, both cases guarantee v < 0, hence /v > 0 holds, i.e. z* is a C-stationary
point of the MPEC.

(b) To prove M-stationarity, it suffices to show that v} < 0 implies v} = 0 for any
index i € Ipo(z*), since a similar argument can be used to see that v < 0 implies
~vf = 0. To verify this statement, we can follow the proof of part (a) and therefore
only state the differences.

Case 1: Under assumption (18), H;(z*) > t; and %:k) — 1 is possible only if
either H;(z*) > (1 + ¢)t, which immediately gives v = 0, or G;(z*) = t;, which
also implies v} = limy_, .00 (1 — 6F(Gi(2%) — t1)) = 0.

)

Case 2: Under assumption (18), G;(z%) < t4, %:k) —k 1, and %:k) —k 1is
possible only if H;(x*) = t;, which implies

= klirn (vF + 6F(Hi(2") — ty)) = 0.

Thus, both cases guarantee v; = 0, i.e. * is an M-stationary point of the MPEC.
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(c) Finally, to prove S-stationarity, we show that assumption (19) contradicts v} < 0
in both cases (as well as v} < 0 by a symmetric argument).

)

Case 1: In the first case, 77 < 0 implies Hi(2%) > t,, and € —k 1, a contradic-

tion to (19).

Case 2: Here, v; < 0 implies G;(z%) < 4, G( D g 1, and & - @t 1, a contra-

diction to (19). O

Figure 9 illustrates the additional conditions from Theorem 7.3, which require that
the iterates (G;(x*), H;(z*)) do not lie in any of the marked areas for all i € Ino(x*)
and all k sufficiently large.

Hi(x)
t Ix;/i
t
(a) Condition (17) (b) Condition (18) (¢) Condition (19)

Figure 9: Geometric interpretation of the conditions from Theorem 7.3

Obviously, the assumptions needed here for M- and S-stationarity differ slightly
from those used in Theorem 6.3. The necessity of this is illustrated in the following
example.

Example 7.4 Consider the two-dimensional MPEC
min—x; —x9 st. 0<x; Laxy>0

and sequences t | 0, e, = t2. Then it is easy to verify that the points z! = ((1 —
t)t, (1—t)t)" are g,-stationary points of NLP®¥(t) with the multipliers 4 = 0, " =

0, (5t = i. On the other hand z* — (0,0)", which is a C-stationary point of the
MPEC and satisfies even MPEC-LICQ), but is not an M-stationary point. O

8 Final Remarks

This paper shows that the relaxation methods by Scholtes [34] and by Lin and
Fukushima [24] (the latter is formally treated in the accompanying paper [22]) con-
verge to C-stationary points even if the corresponding NLP-subproblems are only
solved inexactly in the sense that an e-stationary point is computed, whereas a cor-
responding analysis for the other relaxation methods from [19, 21, 35] yields weakly
stationary points only. This is surprising since some of the other relaxation meth-
ods, namely [19, 21], have stronger convergence properties than the ones from [34]
and [24] when exact KKT-points are computed for the NLP-subproblems.
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Of course, the kind of stationarity that one can obtain depends very much on
the notion of e-stationarity. In this paper, we use a rather weak formulation of
e-stationarity since this seems to cover all interesting termination criteria used in
existing NLP software, therefore making our results independent of any particular
NLP-solver. Hence one might expect to get better convergence results for some
inexact relaxation methods if a stronger notion of e-stationarity is employed. We
believe, however, that this is not true as long as this stronger notion of e-stationarity
is still a realistic one that can be implemented by a suitable solver as an inexact
termination criterion. To this end, we note that the definition of e-stationarity used
in the two previous papers [19, 21] is, in fact, stronger, but that counterexample
given in [21] indicates that both the nonsmooth relaxation scheme by Kadrani et
al. and the the L-shaped relaxation method by the authors converge to weakly
stationary points only even under this stronger notion of e-stationarity. Moreover,
we stress that the other counterexamples provided in this paper also satisfy much
stronger conditions than those required by the definition of e-stationarity here.
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