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Abstract. The optimality conditions of a nonlinear second-order cone program can be
reformulated as a nonsmooth system of equations using a projection mapping. This allows
the application of nonsmooth Newton methods for the solution of the nonlinear second-
order cone program. Conditions for the local quadratic convergence of these nonsmooth
Newton methods are investigated. Related conditions are also given for the special case of
a linear second-order cone program. An interesting and important feature of these condi-
tions is that they do not require strict complementarity of the solution.
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1 Introduction

We consider both the linear second-order cone program

min cT x s.t. Ax = b, x ∈ K,

and the nonlinear second-order cone program

min f(x) s.t. Ax = b, x ∈ K,

where f : Rn → R is a twice continuously differentiable function, A ∈ Rm×n is a given
matrix, b ∈ Rm and c ∈ Rn are given vectors, and

K = K1 × · · · × Kr

is a Cartesian product of second-order cones Ki ⊆ Rni , n1 + · · · + nr = n. Recall that the
second-order cone (or ice-cream cone or Lorentz cone) of dimension ni is defined by

Ki :=
{
zi = (zi0, z̄i) ∈ R× Rni−1

∣∣ zi0 ≥ ‖z̄i‖
}
,

where ‖ · ‖ denotes the Euclidean norm. Observe the special notation that is used in the
definition of Ki and that will be applied throughout this manuscript: For a given vector
z ∈ R` for some ` ≥ 1, we write z = (z0, z̄), where z0 is the first component of the vector
z, and z̄ consists of the remaining `− 1 components of z.

The linear second-order cone program has been investigated in many previous works,
and we refer the interested reader to the two survey papers [16, 1] and the books [2, 4]
for many important applications and theoretical properties. Software for the solution of
linear second-order cone programs is also available, see, for example, [15, 24, 20, 23]. In
many cases, the linear second-order cone program is viewed as a special case of a (linear)
semidefinite program (see [1] for a suitable reformulation). However, we feel that the
second-order cone program should be treated directly since the reformulation of a second-
order cone constraint as a semidefinite constraint increases the dimension of the problem
significantly and, therefore, decreases the efficiency of any solver. In fact, many solvers for
semidefinite programs (see, for example, the list given on Helmberg’s homepage [13]) are
able to deal with second-order cone constraints separately.

The treatment of the nonlinear second-order cone program is much more recent, and,
in the moment, the number of publications is rather limited, see [3, 5, 6, 7, 8, 11, 12, 14,
21, 22, 25]. These papers deal with different topics; some of them investigate different
kinds of solution methods (interior-point methods, smoothing methods, SQP-type meth-
ods, or methods based on unconstrained optimization), while some of them consider certain
theoretical properties or suitable reformulations of the second-order cone program.

The method of choice for the solution of (at least) the linear second-order cone program
is currently an interior-point method. However, some recent preliminary tests indicate that
the class of smoothing or semismooth methods is sometimes superior to the class of interior-
point methods, especially for nonlinear problems, see [8, 12, 22]. On the other hand, the
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theoretical properties of interior-point methods are much better understood than those of
the smoothing and semismooth methods.

The aim of this paper is to provide some results which help to understand the the-
oretical properties of semismooth methods being applied to both linear and nonlinear
second-order cone programs. The investigation here is of local nature, and we provide
sufficient conditions for those methods to be locally quadratically convergent. An interest-
ing and important feature of those sufficient conditions is that they do not require strict
complementarity of the solution. This is an advantage compared to interior-point methods
where singular Jacobians occur if strict complementarity is not satisfied.

The paper is organized as follows: Section 2 states a number of preliminary results
for a projection mapping onto a second-order cone, which will later be used in order to
reformulate the optimality conditions of the second-order cone program as a system of
equations. Section 3 then investigates the nonlinear second-order cone program, whereas
its linear counterpart is discussed in Section 4. We close with some final remarks in
Section 5.

Most of our notation is standard. For a differentiable mapping G : Rn → Rm, we denote
by G′(z) ∈ Rm×n the Jacobian of G at z. If G is locally Lipschitz continuous, the set

∂BG(z) :=
{
H ∈ Rm×n

∣∣ ∃{zk} ⊆ DG : zk → z, G′(zk) → H
}

is nonempty and called the B-subdifferential of G at z, where DG ⊆ Rn denotes the
set of points at which G is differentiable. The convex hull ∂G(z) := conv∂BG(z) is the
generalized Jacobian of Clarke [9]. We assume that the reader is familiar with the concepts
of (strongly) semismooth functions, and refer to [19, 18, 17, 10] for details.

2 Projection Mapping onto Second-Order Cone

Throughout this section, let K be the single second-order cone

K :=
{
z = (z0, z̄) ∈ R× Rn

∣∣ z0 ≥ ‖z̄‖
}
.

In the subsequent sections, K will be the Cartesian product of second-order cones. The
results of this section will later be applied componentwise to each of the second-order cones
Ki in the Cartesian product.

Recall that the second-order cone K is self-dual, i.e. K∗ = K, where K∗ := {d ∈
R × Rn | zT d ≥ 0 ∀z ∈ K

}
denotes the dual cone of K, cf. [1, Lemma 1]. Hence the

following result holds, see, e.g., [11, Proposition 4.1].

Lemma 2.1 The following equivalence holds:

x ∈ K, y ∈ K, xT y = 0 ⇐⇒ x− PK(x− y) = 0,

where PK(z) denotes the (Euclidean) projection of a vector z on K.
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An explicit representation of the projection PK(z) is given in the following result, see [11,
Proposition 3.3].

Lemma 2.2 For any given z = (z0, z̄) ∈ R× Rn, we have

PK(z) = max{0, λ1}u(1) + max{0, λ2}u(2),

where λ1, λ2 are the spectral values and u(1), u(2) are the spectral vectors of z, respectively,
given by

λ1 := z0 − ‖z̄‖, λ2 := z0 + ‖z̄‖,

u(1) :=


1

2

(
1

− z̄
‖z̄‖

)
if z̄ 6= 0,

1

2

(
1
−w̄

)
if z̄ = 0,

u(2) :=


1

2

(
1
z̄
‖z̄‖

)
if z̄ 6= 0,

1

2

(
1
w̄

)
if z̄ = 0,

where w̄ is any vector in Rn with ‖w̄‖ = 1.

It is well-known that the projection mapping onto an arbitrary closed convex set is non-
expansive and hence is Lipschitz continuous. When the set is the second-order cone K, a
stronger smoothness property can be shown, see [12, Proposition 4.5].

Lemma 2.3 The projection mapping PK is strongly semismooth.

We next characterize the points at which the projection mapping PK is differentiable.

Lemma 2.4 The projection mapping PK is differentiable at a point z = (z0, z̄) ∈ R×Rn if
and only if z0 6= ±‖z̄‖ holds. In fact, the projection mapping is continuously differentiable
at every z such that z0 6= ±‖z̄‖.

Proof. The statement can be derived directly from the representation of PK(z) given in
Lemma 2.2. Alternatively, it can be derived as a special case of more general results stated
in [7], see, in particular, Propositions 4 and 5 in that reference. �

We next calculate the Jacobian of the projection mapping PK at a point where it is differ-
entiable.

Lemma 2.5 The Jacobian of PK at a point z = (z0, z̄) ∈ R×Rn with z0 6= ±‖z̄‖ is given
by

P ′
K(z) =


0, if z0 < −‖z̄‖,
In+1, if z0 > +‖z̄‖,
1

2

(
1 w̄T

w̄ H

)
, if − ‖z̄‖ < z0 < +‖z̄‖,
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where

w̄ :=
z̄

‖z̄‖
, H :=

( z0

‖z̄‖
+ 1
)
In −

z0

‖z̄‖
w̄w̄T .

(Note that the denominator is automatically nonzero in this case.)

Proof. First assume that z̄ 6= 0 holds.

Consider the case z0 < −‖z̄‖. This implies not only z0 + ‖z̄‖ < 0 but also z0−‖z̄‖ < 0.
Therefore, in view of Lemma 2.2, it follows that PK is the zero mapping in a neighborhood
of the given point z. Hence the Jacobian at z is the zero matrix.

Next consider the case z0 > +‖z̄‖. Then z belongs to the interior of the cone K and,
therefore, PK is the identity mapping in a small neighborhood of z (this can also be verified
by direct calculation using Lemma 2.2 once again). Hence the Jacobian at z is the identity
matrix.

Now let z0 ∈ (−‖z̄‖, +‖z̄‖). Then z0 + ‖z̄‖ > 0 and z0 − ‖z̄‖ < 0. Consequently, using
Lemma 2.2 again, we have (locally)

PK(z) =
1

2

(
z0 + ‖z̄‖

)( 1
z̄
‖z̄‖

)
.

Let us write

θ(z̄) :=
z̄

‖z̄‖
.

Since z̄ 6= 0, it is easy to see that θ is differentiable at z̄ with Jacobian

θ′(z̄) =
1

‖z̄‖2

(
‖z̄‖In −

1

‖z̄‖
z̄z̄T
)
.

Hence we obtain

P ′
K(z) =

1

2

(
z0 + ‖z̄‖

)( 0 0
0 θ′(z̄)

)
+

1

2

(
1
z̄
‖z̄‖

)(
1,

z̄T

‖z̄‖

)
=

1

2

(
z0 + ‖z̄‖

)( 0 0
0 1

‖z̄‖2
(
‖z̄‖In − 1

‖z̄‖ z̄z̄
T
) )+

1

2

(
1 z̄T

‖z̄‖
z̄
‖z̄‖

z̄z̄T

‖z̄‖2

)

=
1

2

(
1 z̄T

‖z̄‖
z̄
‖z̄‖

(
z0

‖z̄‖ + 1
)
In − z0

‖z̄‖
z̄z̄T

‖z̄‖2

)
,

which is precisely the statement in this case.

Finally, let us consider the case where z̄ = 0. Then the statement is a special case of
[11, Proposition 5.2]. However, since PK is continuously differentiable at (z0, 0) for any
z0 6= 0 by Lemma 2.4, the Jacobian at (z0, z̄) can also be derived by taking a limit of a
sequence {zk} = {(zk

0 , z̄
k)} converging to z = (z0, 0) and satisfying z̄k 6= 0. �
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Based on the previous results, we are now in a position to give an expression for the ele-
ments of the B-subdifferential ∂BPK(z) at an arbitary point z. A similar representation of
the elements of the Clarke generalized Jacobian ∂PK(z) is given in [12, Proposition 4.8],
without discussion on conditions for the nonsingularity of those matrices. Here we prefer
to deal with the smaller set ∂BPK(z) since this will simplify our subsequent analysis to give
sufficient conditions for the nonsingularity of all elements in ∂BPK(z). In fact, the non-
singularity of all elements of the B-subdifferential usually hold under weaker assumptions
than the nonsingularity of all elements of the corresponding Clarke generalized Jacobian.

Lemma 2.6 Given a general point z = (z0, z̄) ∈ R × Rn, each element V ∈ ∂BPK(z) has
the following representation:

(a) If z0 6= ±‖z̄‖, then PK is continuously differentiable at z and V = P ′
K(z) with the

Jacobian P ′
K(z) given in Lemma 2.5.

(b) If z̄ 6= 0 and z0 = +‖z̄‖, then

V ∈
{

In+1,
1

2

(
1 w̄T

w̄ H

)}
,

where w̄ := z̄
‖z̄‖ and H := 2In − w̄w̄T .

(c) If z̄ 6= 0 and z0 = −‖z̄‖, then

V ∈
{

0,
1

2

(
1 w̄T

w̄ H

)}
,

where w̄ := z̄
‖z̄‖ and H := w̄w̄T .

(d) If z̄ = 0 and z0 = 0, then either V = 0 or V = In+1 or V belongs to the set{
1

2

(
1 w̄T

w̄ H

) ∣∣∣H = (w0 + 1)In − w0w̄w̄T for some |w0| ≤ 1 and ‖w̄‖ = 1

}
.

Proof. Throughout the proof, we denote by D the set of points where the mapping PK
is differentiable. Recall that this set is characterized in Lemma 2.4.

(a) Under the stated assumptions on (z0, z̄), it follows from Lemma 2.4 that PK is continu-
ously differentiable at z. Hence the B-subdifferential consists of one element only, namely
the Jacobian P ′

K(z). This observation gives the first statement.

(b) Let z̄ 6= 0 and z0 = +‖z̄‖. Furthermore, let {zk} ⊆ D be an arbitrary sequence
converging to z. Writing zk = (zk

0 , z̄
k), we can assume without loss of generality that, for

each k ∈ N, we have either −‖z̄k‖ < zk
0 < ‖z̄k‖ or zk

0 > ‖z̄k‖. If zk
0 > ‖z̄k‖ for all k ∈ N,
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we have P ′
K(zk) = In+1 by Lemma 2.5 and, therefore, P ′

K(zk) → In+1 as k → ∞. On the
other hand, if −‖z̄k‖ < zk

0 < ‖z̄k‖ for all k ∈ N, Lemma 2.5 shows that

P ′
K(zk) =

1

2

(
1 (w̄k)T

w̄k Hk

)
for all k ∈ N, where

w̄k :=
z̄k

‖z̄k‖
and Hk :=

( zk
0

‖z̄k‖
+ 1
)
In −

zk
0

‖z̄k‖
w̄k(w̄k)T . (1)

Taking the limit k →∞, we therefore obtain

P ′
K(zk) → 1

2

(
1 w̄T

w̄ H

)
with w̄ :=

z̄

‖z̄‖
, H := 2In − w̄w̄T .

Finally, if the sequence {zk} is such that zk
0 > ‖z̄k‖ for some k ∈ N and −‖z̄k‖ < zk

0 < ‖z̄k‖
for the remaining k ∈ N, we do not get any other limiting elements for P ′

K(zk).

(c) Let z̄ 6= 0 and z0 = −‖z̄‖. Moreover, let {zk} ⊆ D be any sequence converging to z.
Writing zk = (zk

0 , z̄
k) for each k ∈ N, we may assume without loss of generality that, for

each k ∈ N, we have either zk
0 < −‖z̄k‖ or −‖z̄k‖ < zk

0 < ‖z̄k‖. By the same reason as in
the proof of part (b), it suffices to consider the two cases: (i) zk

0 < −‖z̄k‖ for all k ∈ N,
and (ii) −‖z̄k‖ < zk

0 < ‖z̄k‖ for all k ∈ N. In the former case, it follows from Lemma 2.5
that P ′

K(zk) = 0 for all k ∈ N, hence P ′
K(zk) → 0 as k → ∞. In the latter case, it also

follows from Lemma 2.5 that

P ′
K(zk) =

1

2

(
1 (w̄k)T

w̄k Hk

)
with w̄k, Hk given by (1). Taking the limit k →∞ gives

P ′
K(zk) → 1

2

(
1 w̄T

w̄ H

)
with w̄ :=

z̄

‖z̄‖
, H := w̄w̄T .

(d) Let z̄ = 0 and z0 = 0. Let {zk} = {(zk
0 , z̄

k)} ⊆ D be any sequence converging to
z = (z0, z̄) = (0, 0). Then there are three possibilities: (i) zk

0 < −‖z̄k‖, in which case we
have P ′

K(zk) = 0 by Lemma 2.5, (ii) zk
0 > ‖z̄k‖, in which case we have P ′

K(zk) = In+1 by
Lemma 2.5, and (iii) −‖z̄k‖ < zk

0 < ‖z̄k‖, in which case we have

P ′
K(zk) =

1

2

(
1 (w̄k)T

w̄k Hk

)
with w̄k, Hk given by (1), again by Lemma 2.5. Taking the limit (possibly on a subsequence)
in each of these cases, we have either P ′

K(zk) → 0 or P ′
K(zk) → In+1 or

P ′
K(zk) → 1

2

(
1 w̄T

w̄ H

)
with H := (w0 + 1)In − w0w̄w̄T

8



for some vector w = (w0, w̄) satisfying |w0| ≤ 1 and ‖w̄‖ = 1. This completes the proof. �

We can summarize Lemma 2.6 as follows: Any element V ∈ ∂BPK(z) is equal to

V = 0 or V = In+1 or V =
1

2

(
1 w̄T

w̄ H

)
(2)

for some vector w̄ ∈ Rn with ‖w̄‖ = 1 and some matrix H ∈ Rn×n of the form H =
(1 + α)In − αw̄w̄T with some scalar α ∈ R satisfying |α| ≤ 1. Specifically, in statements
(a)–(c) we have w̄ = z̄/‖z̄‖, whereas in statement (d), w̄ can be any vector of length one.
Moreover, we have α = z0/‖z̄‖ in statement (a), α = 1 in statement (b), α = −1 in
statement (c), whereas there is no further specification of α in statement (d) (here the two
simple cases V = 0 and V = In+1 are always excluded).

The eigenvalues of any matrix V ∈ ∂BPK(z) can be given explicitly, as shown in the
following result.

Lemma 2.7 Let z = (z0, z̄) ∈ R × Rn and V ∈ ∂BPK(z). Assume that V 6∈ {0, In+1} so
that V has the third representation in (2) with H = (1 + α)In − αw̄w̄T for some scalar
α ∈ [−1, +1] and some vector w̄ ∈ Rn satisfying ‖w̄‖ = 1. Then V has the two single
eigenvalues λ = 0 and λ = 1 as well as the eigenvalue λ = 1

2
(α + 1) with multiplicity

n − 1 (unless α = ±1, where the multiplicities change in an obvious way). Moreover, the
corresponding eigenvectors of V are given by(

−1
w̄

)
,

(
1
w̄

)
, and

(
0
v̄j

)
, j = 1, . . . , n− 1,

where v̄1, . . . , v̄n−1 are arbitrary vectors that span the linear subspace {v̄ ∈ Rn | v̄T w̄ = 0}.

Proof. By assumption, we have

V =
1

2

(
1 w̄T

w̄ H

)
with H = (1 + α)In − αw̄w̄T

for some α ∈ [−1, +1] and some vector w̄ satisfying ‖w̄‖ = 1. Now take an arbitrary vector
v̄ ∈ Rn orthogonal to w̄, and let u = (0, v̄T )T . Then an elementary calculation shows that
V u = λu holds for λ = 1

2
(α+1). Hence this λ is an eigenvalue of V with multiplicity n− 1

since we can choose n− 1 linearly independent vectors v̄ ∈ Rn such that v̄T w̄ = 0. On the
other hand, if λ = 0, it is easy to see that V u = λu holds with u = (−1, w̄T )T , whereas for
λ = 1 we have V u = λu by taking u = (1, w̄T )T . This completes the proof. �

Note that Lemma 2.7 particularly implies λ ∈ [0, 1] for all eigenvalues λ of V . This
fact can alternatively be derived from the fact that PK is a projection mapping, without
referring to the explicit representation of V as given in Lemma 2.6.
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We close this section by pointing out an interesting relation between the matrix V ∈
∂BPK(z) and the so-called arrow matrix

Arw(z) :=

(
z0 z̄T

z̄ z0In

)
∈ R(n+1)×(n+1)

associated with z = (z0, z̄) ∈ R × Rn, which frequently occurs in the context of interior-
point methods and in the analysis of second-order cone problems, see, e.g., [1]. To this
end, consider the case where PK is differentiable at z, excluding the two trivial cases where
P ′
K(z) = 0 and P ′

K(z) = In+1, cf. Lemma 2.5. Then by Lemma 2.7, the eigenvectors of the
matrix V = P ′

K(z) are given by(
−1

z̄
‖z̄‖

)
,

(
1
z̄
‖z̄‖

)
, and

(
0
v̄j

)
, j = 1, . . . , n− 1, (3)

where v̄1, . . . , v̄n−1 comprise an orthogonal basis of the linear subspace {v̄ ∈ Rn | v̄T z̄ = 0}.
However, an elementary calculation shows that these are also the eigenvectors of the arrow
matrix Arw(z), with corresponding single eigenvalues λ1 = z0 − ‖z̄‖, λ2 = z0 + ‖z̄‖ and
the multiple eigenvalues λi = z0, i = 3, . . . , n + 1. Therefore, although the eigenvalues of
V = P ′

K(z) and Arw(z) are different, both matrices have the same set of eigenvectors.

3 Nonlinear Second-Order Cone Programs

In this section, we consider the nonlinear second-order cone program (nonlinear SOCP for
short)

min f(x) s.t. Ax = b, x ∈ K,

where f : Rn → R is a twice continuously differentiable function, A ∈ Rm×n is a given
matrix, b ∈ Rm is a given vector, and K = K1 × · · · × Kr is the Cartesian product of
second-order cones Ki ⊆ Rni with n1 + · · ·+ nr = n. Here we are particularly interested in
the case where the objective function f is nonlinear. The special case where f is a linear
function will be discussed in more detail in the subsequent section.

Under certain conditions like convexity of f and a Slater-type constraint qualification
[4], solving the nonlinear SOCP is equivalent to solving the corresponding KKT conditions,
which can be written as follows:

∇f(x)− AT µ− λ = 0,

Ax = b,

xi ∈ Ki, λi ∈ Ki, xT
i λi = 0 i = 1, . . . , r.

Using Lemma 2.1, it follows that these KKT conditions are equivalent to the system of
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equations M(z) = 0, where M : Rn × Rm × Rn → Rn × Rm × Rn is defined by

M(z) := M(x, µ, λ) :=


∇f(x)− AT µ− λ

Ax− b
x1 − PK1(x1 − λ1)

...
xr − PKr(xr − λr)

 . (4)

Then we can apply the nonsmooth Newton method [18, 19, 17]

zk+1 := zk −W−1
k M(zk), Wk ∈ ∂BM(zk), k = 0, 1, 2, . . . , (5)

to the system of equations M(z) = 0 in order to solve the nonlinear SOCP or, at least, the
corresponding KKT conditions. Our aim is to show fast local convergence of this iterative
method. In view of the results in [19, 18], we have to guarantee that, on one hand, the
mapping M , though not differentiable everywhere, is still sufficiently ‘smooth’, and, on the
other hand, it satisfies a local nonsingularity condition under suitable assumptions.

The required smoothness property of M is summarized in the following result.

Theorem 3.1 The mapping M defined by (4) is semismooth. Moreover, if the Hessian
∇2f is locally Lipschitz continuous, then the mapping M is strongly semismooth.

Proof. Note that a continuously differentiable mapping is semismooth. Moreover, if the
Jacobian of a differentiable mapping is locally Lipschitz continuous, then this mapping is
strongly semismooth. Now Lemma 2.3 and the fact that a given mapping is (strongly)
semismooth if and only if all component functions are (strongly) semismooth yield the
desired result. �

Our next step is to provide suitable conditions which guarantee the nonsingularity of all
elements of the B-subdifferential of M at a KKT point. This requires some more work,
and we begin with the following general result.

Proposition 3.2 Let H ∈ Rn×n be symmetric, and A ∈ Rm×n. Let V a, V b ∈ Rn×n be two
symmetric positive semidefinite matrices such that their sum V a + V b is positive definite
and V a and V b have a common basis of eigenvectors, so that there exist an orthogonal
matrix Q ∈ Rn×n and diagonal matrices Da = diag

(
a1, . . . , an

)
and Db = diag

(
b1, . . . , bn

)
satisfying V a = QDaQT , V b = QDbQT as well as aj ≥ 0, bj ≥ 0 and aj + bj > 0 for all
j = 1, . . . , n. Let the index set {1, . . . , n} be partitioned as {1, . . . , n} = α ∪ β ∪ γ, where

α := {j | aj > 0, bj = 0},
β := {j | aj > 0, bj > 0},
γ := {j | aj = 0, bj > 0},
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and let Qα, Qβ, and Qγ denote the submatrices of Q consisting of the columns from Q
corresponding to the index sets α, β, and γ, respectively. Assume that the following two
conditions hold:

(a) The matrix H is positive semidefinite on the subspace Sα := {d ∈ Rn |Ad = 0,
QT

αd = 0}, and positive definite on the subspace Sα,β := {d ∈ Rn |Ad = 0, QT
αd = 0,

QT
β d = 0} = Sα ∩ {d ∈ Rn |QT

β d = 0}.

(b) The matrix
(
AQβ, AQγ

)
has full row rank.

Then the matrix

W :=

 H −AT −I
A 0 0
V a 0 V b


is nonsingular.

Proof. Let y =
(
y(1), y(2), y(3)

)
∈ Rn × Rm × Rn be any vector such that Wy = 0. Then

Hy(1) − AT y(2) − y(3) = 0, (6)

Ay(1) = 0, (7)

V ay(1) + V by(3) = 0. (8)

Using the spectral decompositions of V a and V b, equation (8) can be rewritten as

Daỹ(1) + Dbỹ(3) = 0 with ỹ(1) := QT y(1), ỹ(3) := QT y(3).

In view of the definitions of the index sets α, β, and γ, this implies

ỹ(1)
α = 0, ỹ(3)

γ = 0, and Da
β ỹ

(1)
β + Db

β ỹ
(3)
β = 0. (9)

This shows that

(y(1))T y(3) = (y(1))T QQT y(3) = (ỹ(1))T ỹ(3) = (ỹ
(1)
β )T ỹ

(3)
β = −(ỹ

(1)
β )T

(
Db

β

)−1
Da

β ỹ
(1)
β .

Therefore, premultiplying (6) by (y(1))T , we obtain from (7) that

(y(1))T Hy(1) = (y(1))T y(3) = −(ỹ
(1)
β )T

(
Db

β

)−1
Da

β ỹ
(1)
β ≤ 0, (10)

and the inequality is strict whenever ỹ
(1)
β 6= 0. However, in view of (7) and 0 = ỹ

(1)
α =

QT
αy(1), cf. (9), we obtain from the positive semidefiniteness of H on the subspace Sα that

ỹ
(1)
β = 0, i.e., QT

β y(1) = 0. This in turn gives ỹ
(3)
β = 0 by (9). Using (10) and the fact that

y(1) ∈ Sα,β, we then obtain y(1) = 0 from the assumed positive definiteness of H on the
subspace Sα,β. Now premultiplying (6) by QT and writing down the corresponding block

equations for the β and γ blocks, we obtain from y(1) = 0, ỹ
(3)
β = 0, and ỹ

(3)
γ = 0 that

QT
β AT y(2) = 0 and QT

γ AT y(2) = 0.

12



Hence y(2) = 0 follows from Assumption (b). Finally, by (6), we have y(3) = 0. �

In order to apply Proposition 3.2 to the (generalized) Jacobian of the mapping M at a
KKT point, we first introduce some more notation:

intKi :=
{
xi

∣∣ xi0 > ‖x̄i‖
}

denotes the interior of Ki,

bdKi :=
{
xi

∣∣ xi0 = ‖x̄i‖
}

denotes the boundary of Ki, and

bd+Ki := bdKi \ {0} is the boundary of Ki excluding the origin.

We also call a KKT point z∗ = (x∗, µ∗, λ∗) of the nonlinear SOCP strictly complementary
if x∗i + λ∗i ∈ intKi holds for all block components i = 1, . . . , r. This notation enables us to
restate the following result from [1].

Lemma 3.3 Let z∗ = (x∗, µ∗, λ∗) be a KKT point of the nonlinear SOCP. Then precisely
one of the following six cases holds for each block pair (x∗i , λ

∗
i ), i = 1, . . . , r:

x∗i λ∗i SC
x∗i ∈ intKi λ∗i = 0 yes
x∗i = 0 λ∗i ∈ intKi yes
x∗i ∈ bd+Ki λ∗i ∈ bd+Ki yes
x∗i ∈ bd+Ki λ∗i = 0 no
x∗i = 0 λ∗i ∈ bd+Ki no
x∗i = 0 λ∗i = 0 no

The last column in the table indicates whether or not strict complementarity (SC) holds.

We also need the following simple result which, in particular, shows that the projection
mapping PKi

involved in the definition of the mapping M is continuously differentiable at
si := x∗i − λ∗i for any block component i satisfying strict complementarity.

Lemma 3.4 Let z∗ = (x∗, µ∗, λ∗) be a KKT point of the nonlinear SOCP. Then the fol-
lowing statements hold for each block pair (x∗i , λ

∗
i ):

(a) If x∗i ∈ intKi and λ∗i = 0, then PKi
is continuously differentiable at si := x∗i −λ∗i with

P ′
Ki

(si) = I.

(b) If x∗i = 0 and λ∗i ∈ intKi, then PKi
is continuously differentiable at si := x∗i −λ∗i with

P ′
Ki

(si) = 0.

(c) If x∗i ∈ bd+Ki and λ∗i ∈ bd+Ki, then PKi
is continuously differentiable at si := x∗i−λ∗i .

Proof. (a) We have si = x∗i − λ∗i = x∗i ∈ intKi. Hence, locally around si, the projection
mapping PKi

is the identity mapping, so that its Jacobian equals the identity matrix.

13



(b) We have si = x∗i − λ∗i = −λ∗i with λ∗i ∈ intKi. Hence, locally around si, the projection
PKi

maps everything onto the zero vector. This implies P ′
Ki

(si) = 0.

(c) Write x∗i = (x∗i0, x̄
∗
i ), λ

∗
i = (λ∗i0, λ̄

∗
i ). By assumption, we have x∗i0 = ‖x̄∗i ‖ 6= 0 and λ∗i0 =

‖λ̄∗i ‖ 6= 0. Let si := x∗i−λ∗i and write si = (si0, s̄i). In view of Lemma 2.4, it suffices to show
that si0 6= ±‖s̄i‖. First suppose that si0 = ‖s̄i‖. Then x∗i0−λ∗i0 = ‖x̄∗i −λ̄∗i ‖. However, since
x∗i 6= 0 and λ∗i 6= 0, it follows from [1, Lemma 15] that there is a constant α > 0 such that
λ∗i0 = αx∗i0 and λ̄∗i = −αx̄∗i . Consequently, we obtain (1−α)x∗i0 = (1+α)‖x̄∗i ‖ = (1+α)x∗i0,
which implies α = 0, a contradiction to α > 0. In a similar way, one gets a contradiction
for the case si0 = −‖s̄i‖. �

We are now almost in a position to apply Proposition 3.2 to the Jacobian of the mapping
M at a KKT point z∗ = (x∗, µ∗, λ∗) provided that this KKT point satisfies strict com-
plementarity. This strict complementarity assumption will be removed later, but for the
moment it is quite convenient to assume this condition. For example, it then follows from
Lemma 3.3 that the three index sets

JI :=
{
i
∣∣ x∗i ∈ intKi, λ

∗
i = 0

}
,

JB :=
{
i
∣∣ x∗i ∈ bd+Ki, λ

∗
i ∈ bd+Ki

}
, (11)

J0 :=
{
i
∣∣ x∗i = 0, λ∗i ∈ intKi

}
form a partition of the block indices i = 1, . . . , r. Here, the subscripts I, B and 0 indicate
whether the block component x∗i belongs to the interior of the cone Ki, or x∗i belongs to
the boundary of Ki (excluding the zero vector), or x∗i is the zero vector.

Let Vi := P ′
Ki

(x∗i − λ∗i ). Then Lemma 3.4 implies that

Vi = I ∀i ∈ JI and Vi = 0 ∀i ∈ J0. (12)

To get a similar representation for indices i ∈ JB, we need the spectral decompositions
Vi = QiDiQ

T
i of the matrices Vi. Since strict complementarity holds, it follows from Lemma

2.7 that each Vi has precisely one eigenvalue equal to zero and precisely one eigenvalue equal
to one, whereas all other eigenvalues are strictly between zero and one. Without loss of
generality, we can assume that the eigenvalues of Vi are ordered in such a way that

Di = diag
(
0, ∗, . . . , ∗, 1

)
∀i ∈ JB, (13)

where ∗ denotes the remaining eigenvalues that lie in the open interval (0, 1). Correspond-
ingly we also partition the orthogonal matrices Qi as

Qi =
(
qi, Q̂i, q′i

)
∀i ∈ JB, (14)

where qi ∈ Rni denotes the first column of Qi, q′i ∈ Rni is the last column of Qi, and
Q̂i ∈ Rni×(ni−2) contains the remaining ni − 2 middle columns of Qi. We also use the
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following partitionings of the matrices Qi:

Qi =
(
qi, Q̄i

)
=
(
Q̃i, q

′
i

)
∀i ∈ JB, (15)

where, again, qi ∈ Rni and q′i ∈ Rni are the first and the last columns of Qi, respectively,
and Q̄i ∈ Rni×(ni−1) and Q̃i ∈ Rni×(ni−1) contain the remaining ni − 1 columns of Qi. It is
worth noticing that, by (3), the vectors qi and q′i are actually given by

qi =
1

2

(
−1

x̄∗i−λ̄∗i
‖x̄∗i−λ̄∗i ‖

)
and q′i =

1

2

(
1

x̄∗i−λ̄∗i
‖x̄∗i−λ̄∗i ‖

)
.

(Note that we have x̄∗i − λ̄∗i 6= 0 since x∗Ti λ∗i = 0, x∗i ∈ bd+Ki, λ
∗
i ∈ bd+Ki [1, Lemma 15].)

We are now able to prove the following nonsingularity result under the assumption that
the given KKT point satisfies strict complementarity.

Theorem 3.5 Let z∗ = (x∗, µ∗, λ∗) be a strictly complementary KKT point of the nonlin-
ear SOCP and let the (block) index sets JI , JB, J0 be defined by (11). Assume the following
conditions:

(a) The Hessian ∇2f(x∗) is positive semidefinite on the subspace S :=
{
d ∈ Rn

∣∣Ad = 0,

di = 0∀i ∈ J0, qT
i di = 0∀i ∈ JB

}
, and positive definite on the subspace Ŝ :=

{
d ∈

Rn
∣∣Ad = 0, di = 0∀i ∈ J0, Q̃T

i di = 0∀i ∈ JB

}
= S ∩

{
d ∈ Rn

∣∣ Q̂T
i di = 0∀i ∈ JB

}
,

where a vector d ∈ Rn is partitioned into d = (d1, . . . , dr)
T with block components

di ∈ Rni.

(b) The matrix
(
Ai(i ∈ JI), AiQ̄i(i ∈ JB)

)
has linearly independent rows, where Ai is

the submatrix of A consisting of those columns which correspond to the block index i.

Then the Jacobian M ′(z∗) exists and is nonsingular.

Proof. The existence of the Jacobian M ′(z∗) follows immediately from the assumed strict
complementarity of the given KKT point together with Lemma 3.4. A simple calculation
shows that

M ′(z∗) =

 ∇2f(x∗) −AT −I
A 0 0

I − V 0 V


for the block diagonal matrix V = diag(V1, . . . , Vr) with Vi = P ′

Ki
(x∗i − λ∗i ). Therefore,

taking into account that all eigenvalues of the matrix V belong to the interval [0, 1] by
Lemma 2.7, we are able to apply Proposition 3.2 (with V a := I − V and V b := V ) as soon
as we have identified the index sets α, β, γ ⊆ {1, . . . , n}.

For each i ∈ JI , we have Vi = I (see (12)) and, therefore, Qi = I and Di = I. Hence
all components j from the block components i ∈ JI belong to the index set γ.
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On the other hand, for each i ∈ J0, we have Vi = 0 (see (12)), and this corresponds to
Qi = I and Di = 0. Hence all components j from the block components i ∈ J0 belong to
the index set α.

Finally, let i ∈ JB. Then Vi = QiDiQ
T
i with Di = diag(0, ∗, . . . , ∗, 1) and Qi =

(qi, Q̂i, q′i). Hence the first component for each block index i ∈ JB is an element of the
index set α, the last component for each block index i ∈ JB belongs to the index set γ,
and all the remaining middle components belong to the index set β.

Taking these considerations into account, we immediately see that our assumptions (a)
and (b) correspond precisely to the assumptions (a) and (b) in Proposition 3.2. �

We now want to extend Theorem 3.5 to the case where strict complementarity is violated.
Let z∗ = (x∗, µ∗, λ∗) be an arbitary KKT point of the nonlinear SOCP, and let JI , JB, J0

denote the index sets defined by (11). In view of Lemma 3.3, in addition to these sets, we
also need to consider the three index sets

JB0 :=
{
i
∣∣ x∗i ∈ bd+Ki, λ

∗
i = 0

}
,

J0B :=
{
i
∣∣ x∗i = 0, λ∗i ∈ bd+Ki

}
, (16)

J00 :=
{
i
∣∣ x∗i = 0, λ∗i = 0

}
,

which correspond to the block indices where strict complementarity is violated. Note
that these index sets have double subscripts; the first (resp. second) subscript indicates
whether x∗i (resp. λ∗i ) is on the boundary of Ki (excluding zero) or equal to the zero vector.
The following result summarizes the structure of the matrices Vi ∈ ∂BPKi

(x∗i − λ∗i ) for
i ∈ JB0 ∪ J0B ∪ J00. Hence it is a counterpart of Lemma 3.4 in the general case.

Lemma 3.6 Let i ∈ JB0∪J0B∪J00 and Vi ∈ ∂BPKi
(x∗i−λ∗i ). Then the following statements

hold:

(a) If i ∈ JB0, then we have either Vi = In+1 or Vi = QiDiQ
T
i with Di = diag(0, 1, . . . , 1)

and Qi = (qi, Q̄i).

(b) If i ∈ J0B, then we have either Vi = 0 or Vi = QiDiQ
T
i with Di = diag(0, . . . , 0, 1)

and Qi = (Q̃i, q
′
i).

(c) If i ∈ J00, then we have Vi = In+1 or Vi = 0 or Vi = QiDiQ
T
i with Di and Qi given

by (13) and (14), respectively, or by Di = diag(0, 1, . . . , 1) and Qi = (qi, Q̄i), or by
Di = diag(0, . . . , 0, 1) and Qi = (Q̃i, q

′
i).

Proof. First let i ∈ JB0. Then si := x∗i − λ∗i = x∗i ∈ bd+Ki. Therefore, if we write
si = (si0, s̄i), it follows that si0 = ‖s̄i‖ and s̄i 6= 0. Statement (a) then follows immediately
from Lemma 2.6 (b) in combination with Lemma 2.7.

In a similar way, the other two statements can be derived by using Lemma 2.6 (c) and
(d), respectively, together with Lemma 2.7 in order to get the eigenvalues. Here the five
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possible choices in statement (c) depend, in particular, on the value of the scalar w0 in
Lemma 2.6 (d) (namely w0 ∈ (−1, 1), w0 = 1, and w0 = −1). �

The previous result enables us to generalize Theorem 3.5 to the case where strict com-
plementarity does not hold. Note that, from now on, we use the spectral decompositions
Vi = QiDiQ

T
i and the associated partitionings (13)–(15) for all i ∈ JB, as well as those

specified in Lemma 3.6 for all indices i ∈ JB0 ∪ J0B ∪ J00.

Theorem 3.7 Let z∗ = (x∗, µ∗, λ∗) be a (not necessarily strictly complementary) KKT
point of the nonlinear SOCP and let the (block) index sets JI , JB, J0, JB0, J0B, J00 be defined
by (11) and (16). Suppose that for any partitioning JB0 = J1

B0 ∪ J2
B0, any partitioning

J0B = J1
0B ∪ J2

0B, and any partitioning J00 = J1
00 ∪ J2

00 ∪ J3
00 ∪ J4

00 ∪ J5
00, the following two

conditions hold:

(a) The Hessian ∇2f(x∗) is positive semidefinite on the subspace

S :=
{
d ∈ Rn

∣∣Ad = 0,

di = 0 ∀i ∈ J0 ∪ J1
0B ∪ J2

00,

qT
i di = 0 ∀i ∈ JB ∪ J2

B0 ∪ J3
00 ∪ J4

00,

Q̃T
i di = 0 ∀i ∈ J2

0B ∪ J5
00

}
,

and positive definite on the subspace

Ŝ :=
{
d ∈ Rn

∣∣Ad = 0,

di = 0 ∀i ∈ J0 ∪ J1
0B ∪ J2

00,

qT
i di = 0 ∀i ∈ J2

B0 ∪ J4
00,

Q̃T
i di = 0 ∀i ∈ JB ∪ J2

0B ∪ J3
00 ∪ J5

00

}
= S ∩

{
d ∈ Rn

∣∣ Q̂T
i di = 0 ∀i ∈ JB ∪ J3

00

}
.

(b) The matrix(
Ai (i ∈ JI ∪ J1

B0 ∪ J1
00), AiQ̄i (i ∈ JB ∪ J2

B0 ∪ J3
00 ∪ J4

00), Aiq
′
i (i ∈ J2

0B ∪ J5
00)
)

has linearly independent rows.

Then all matrices W ∈ ∂BM(z∗) are nonsingular.

Proof. Choose W ∈ ∂BM(z∗) arbitrarily. Then a simple calculation shows that

W =

 ∇2f(x∗) −AT −I
A 0 0

I − V 0 V


17



for a suitable block diagonal matrix V = diag(V1, . . . , Vr) with Vi ∈ ∂BPKi
(x∗i − λ∗i ). In

principle, the proof is now similar to the one of Theorem 3.5: We want to apply Proposition
3.2 (with V a := I − V and V b := V ) by identifying the index sets α, β, γ. The situation
is, however, more complicated here, since these index sets may depend on the particular
element W chosen from the B-subdifferential ∂BM(z∗). To this end, we take a closer look
especially at the new index sets JB0, J0B, and J00. In view of Lemma 3.6, we further
partition these index sets into

JB0 = J1
B0 ∪ J2

B0,

J0B = J1
0B ∪ J2

0B,

J00 = J1
00 ∪ J2

00 ∪ J3
00 ∪ J4

00 ∪ J5
00

with
J1

B0 := {i |Vi = In+1}, J2
B0 := JB0 \ J1

B0,
J1

0B := {i |Vi = 0}, J2
0B := J0B \ J1

0B

and

J1
00 := {i |Vi = In+1},

J2
00 := {i |Vi = 0},

J3
00 := {i |Vi = QiDiQ

T
i with Di and Qi given by (13) and (14), respectively},

J4
00 := {i |Vi = QiDiQ

T
i with Di = diag(0, 1, . . . , 1) and Qi = (qi, Q̄i)},

J5
00 := {i |Vi = QiDiQ

T
i with Di = diag(0, . . . , 0, 1) and Qi = (Q̃i, q′i)}.

Using these definitions and Lemmas 3.4 and 3.6, we see that the following indices j belong
to the index set α in Proposition 3.2:

• All indices j belonging to one of the block indices i ∈ J0 ∪ J1
0B ∪ J2

00, with Qi = I
being the corresponding orthogonal matrix.

• The first component belonging to a block index i ∈ JB ∪J2
B0∪J3

00∪J4
00, with qi being

the first column of the corresponding orthogonal matrix Qi.

• The first ni − 1 components belonging to each block index i ∈ J2
0B ∪ J5

00, with Q̃i

consisting of the first ni − 1 columns of the corresponding orthogonal matrix Qi.

We next consider the index set β in Proposition 3.2. In view of Lemmas 3.4 and 3.6, the
following indices j belong to this set:

• All middle indices belonging to a block index i ∈ JB ∪ J3
00, with Q̂i consisting of the

middle ni − 2 columns of the corresponding orthogonal matrix Qi.

Using Lemmas 3.4 and 3.6 again, we finally see that the following indices j belong to the
index set γ in Proposition 3.2:
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• All indices j belonging to one of the block indices i ∈ JI∪J1
B0∪J1

00. The corresponding
orthogonal matrix is Qi = I.

• The last index of each block index i ∈ JB ∪ J2
0B ∪ J3

00 ∪ J5
00, with q′i being the last

column of the corresponding orthogonal matrix Qi.

• The last ni − 1 indices j belonging to a block index i ∈ J2
B0 ∪ J4

00, with Q̄i consisting
of the last ni − 1 columns of the corresponding orthogonal matrix Qi.

From these observations, it follows that the condition QT
αd = 0 is equivalent to

di = 0 ∀i ∈ J0 ∪ J1
0B ∪ J2

00,

qT
i di = 0 ∀i ∈ JB ∪ J2

B0 ∪ J3
00 ∪ J4

00,

Q̃T
i di = 0 ∀i ∈ J2

0B ∪ J5
00.

Furthermore, the requirement QT
β d = 0 can be rewritten as

Q̂T
i di = 0 ∀i ∈ JB ∪ J3

00.

Since Q̃i = (qi, Q̂i) ∈ Rni×(ni−1), the two conditions QT
αd = 0 and QT

β d = 0 together become

di = 0 ∀i ∈ J0 ∪ J1
0B ∪ J2

00,

qT
i di = 0 ∀i ∈ J2

B0 ∪ J4
00,

Q̃T
i di = 0 ∀i ∈ JB ∪ J2

0B ∪ J3
00 ∪ J5

00.

This shows that assumption (a) of this theorem coincides with the corresponding assump-
tion in Proposition 3.2.

In a similar way, we can verify the equivalence between assumption (b) in this theorem
and the corresponding condition in Proposition 3.2. In fact, the above identifications of
the index sets β and γ show that the matrix

(
AQβ, AQγ

)
has linearly independent rows

if and only if the matrix(
AiQ̂i (i ∈ JB∪J3

00), Ai (i ∈ JI∪J1
B0∪J1

00), Aiq
′
i (i ∈ JB∪J2

0B∪J3
00∪J5

00), AiQ̄i (i ∈ J2
B0∪J4

00)
)

has linearly independent rows. Since Q̄i = (Q̂i, q
′
i) ∈ Rni×(ni−1), it is then easy to see

that this condition is equivalent to our assumption (b). Hence the assertion follows from
Proposition 3.2. �

Note that, in the case of a strictly complementary KKT point, Theorem 3.7 reduces to
Theorem 3.5. Using Theorems 3.1 and 3.7 along with [18], we get the following result.

Theorem 3.8 Let z∗ = (x∗, µ∗, λ∗) be a (not necessarily strictly complementary) KKT
point of the nonlinear SOCP, and suppose that the assumptions of Theorem 3.7 hold at this
KKT point. Then the nonsmooth Newton method (5) applied to the system of equations
M(z) = 0 is locally superlinearly convergent. If, in addition, f has a locally Lipschitz
continuous Hessian, then it is locally quadratically convergent.
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4 Linear Second-Order Cone Programs

We consider the linear second-order cone program (linear SOCP for short)

min cT x s.t. Ax = b, x ∈ K,

where A ∈ Rm×n, b ∈ Rm, and c ∈ Rn are the given data, and K = K1 × · · · × Kr is the
Cartesian product of second-order cones Ki ⊆ Rni with n1 + · · · + nr = n. Clearly the
linear SOCP is a special case of the nonlinear SOCP discussed in the previous section. In
particular, we may rewrite the corresponding KKT conditions as a system of equations
M0(z) = 0, where M0 : Rn × Rm × Rn → Rn × Rm × Rn is defined by

M0(z) := M0(x, µ, λ) :=


c− AT µ− λ

Ax− b
x1 − PK1(x1 − λ1)

...
xr − PKr(xr − λr)

 . (17)

An immediate consequence of Theorem 3.1 is the fact that the mapping M0 is strongly
semismooth. On the other hand, Theorems 3.5 and 3.7 do not apply to the linear SOCP,
since the second-order conditions do not hold. We therefore need another suitable condition
that guarantees the required nonsingularity of the (generalized) Jacobian of M0 at a KKT
point z∗ = (x∗, µ∗, λ∗). Before presenting such a result, we follow the presentation of the
previous section and first state a general proposition.

Proposition 4.1 Let A ∈ Rm×n. Let V a, V b ∈ Rn×n be two symmetric positive semidef-
inite matrices such that their sum V a + V b is positive definite and V a and V b have a
common basis of eigenvectors, so that there exist an orthogonal matrix Q ∈ Rn×n and
diagonal matrices Da = diag

(
a1, . . . , an

)
, Db = diag

(
b1, . . . , bn

)
satisfying V a = QDaQT ,

V b = QDbQT and aj ≥ 0, bj ≥ 0, aj + bj > 0 for all j = 1, . . . , n. Let the index set
{1, . . . , n} be partitioned as {1, . . . , n} = α ∪ β ∪ γ with

α := {j | aj > 0, bj = 0},
β := {j | aj > 0, bj > 0},
γ := {j | aj = 0, bj > 0}.

Assume that the following two conditions hold:

(a) The matrix AQγ has full column rank.

(b) The matrix
(
AQβ, AQγ

)
has full row rank.

Then the matrix

W0 :=

 0 −AT −I
A 0 0
V a 0 V b


is nonsingular.
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Proof. Let y =
(
y(1), y(2), y(3)

)
∈ Rn×Rm×Rn be an arbitrary vector such that W0y = 0.

Then

AT y(2) + y(3) = 0, (18)

Ay(1) = 0, (19)

V ay(1) + V by(3) = 0. (20)

Using the spectral decompositions of V a and V b, equation (20) can be rewritten as

Daỹ(1) + Dbỹ(3) = 0 with ỹ(1) := QT y(1), ỹ(3) := QT y(3).

Taking into account the definitions of the index sets α, β, and γ, we obtain

ỹ(1)
α = 0, ỹ(3)

γ = 0, and Da
β ỹ

(1)
β + Db

β ỹ
(3)
β = 0. (21)

Premultiplying (18) by QT , using the definitions of ỹ(1), ỹ(3), and writing down the resulting
equations componentwise for each block corresponding to the indices in α, β, and γ, we get

QT
αAT y(2) + ỹ(3)

α = 0, (22)

QT
β AT y(2) + ỹ

(3)
β = 0, (23)

QT
γ AT y(2) = 0. (24)

Furthermore, equation (19) can be written as

0 = Ay(1) = AQQT y(1) = AQỹ(1) = AQβ ỹ
(1)
β + AQγ ỹ

(1)
γ . (25)

Using the nonsingularity of the diagonal submatrices Da
β, Db

β, we obtain from (21) and (23)
that

ỹ
(1)
β = −(Da

β)−1Db
β ỹ

(3)
β = (Da

β)−1Db
βQT

β AT y(2).

Substituting this expression for q̃
(1)
β in (25) yields

AQβ(Da
β)−1Db

βQT
β AT y(2) + AQγ ỹ

(1)
γ = 0.

Premultiplying by (y(2))T and using (24), we have

(y(2))T AQβ(Da
β)−1Db

βQT
β AT y(2) = 0.

However, by the definition of the index set β, the matrix (Da
β)−1Db

β is positive definite.
Consequently, we obtain

QT
β AT y(2) = 0. (26)

Then (23) implies ỹ
(3)
β = 0, and (21) yield ỹ

(1)
β = 0. This, in turn, gives AQγ ỹ

(1)
γ = 0

by (25). Assumption (a) then gives ỹ
(1)
γ = 0. Furthermore, (26) and (24) together with

assumption (b) yields y(2) = 0, which also implies ỹ
(3)
α = 0 by (22). Thus we have ỹ(1) = 0
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and ỹ(3) = 0. Then it is easy to deduce that y =
(
y(1), y(2), y(3)

)
= (0, 0, 0), i.e., W0 is

nonsingular. �

We now come back to the linear SOCP. First consider the case where z∗ = (x∗, µ∗, λ∗) is a
strictly complementary KKT point, and use the index sets JI , JB, and J0 defined by (11)
in order to partition any given vector in Rn in a suitable way. Let Vi := P ′

Ki
(x∗i − λ∗i ).

Similarly to the discussion in the previous section, we have

Vi = I ∀i ∈ JI and Vi = 0 ∀i ∈ J0. (27)

Moreover, for each i ∈ JB, let Vi = QiDiQ
T
i be the spectral decomposition of the matrix

Vi. For the matrices Di and Qi, i ∈ JB, we use the same decomposition as in (13)–(15).

Using this notation, we are now in a position to state the following nonsingularity
result which may be viewed as a counterpart of the corresponding result for interior-point
methods given in [1, Theorem 28]. Recall that Ai denotes the submatrix of A consisting
of those columns which correspond to the block index i.

Theorem 4.2 Let z∗ = (x∗, µ∗, λ∗) be a strictly complementary KKT point of the linear
SOCP. Suppose further that the following conditions hold:

(a) The matrix
(
Ai (i ∈ JI), Aiq

′
i (i ∈ JB)

)
has linearly independent columns.

(b) The matrix
(
Ai (i ∈ JI), AiQ̄i (i ∈ JB)

)
has linearly independent rows.

Then the Jacobian M ′
0(z

∗) exists and is nonsingular.

Proof. We have

M ′
0(z

∗) =

 0 −AT −I
A 0 0

I − V 0 V


for a block diagonal matrix V = diag

(
V1, . . . , Vr

)
with Vi := P ′

Ki
(x∗i −λ∗i ). Let V a := I−V

and V b := V . It then follows that V a, V b are both symmetric positive semidefinite with
a positive definite sum V a + V b, and these two matrices obviously have a common basis
of eigenvectors. Hence we are in the situation of Proposition 4.1. In order to apply this
result, we need to take a closer look at the orthogonal matrix and the special structure of
the eigenvalues in the case that is currently under consideration.

We have
V a = Q(I −D)QT and V b = QDQT

with the block matrices

Q := diag
(
Q1, . . . , Qr

)
and D := diag

(
D1, . . . , Dr

)
,
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where the orthogonal blocks Qi are identity matrices for all indices i ∈ JI ∪ J0, cf. (27),
whereas for all i ∈ JB, these orthogonal matrices are given by (14), or (15), and the
corresponding diagonal matrices Di are given by (13).

In order to apply Proposition 4.1, we need to identify the index sets β and γ. From
(27) and (13), we see that the following indices comprise the index set β:

• all middle indices j belonging to a block index i ∈ JB, with Q̂i consisting of the
middle ni − 2 columns of the corresponding orthogonal matrix Qi.

Similarly, we see that the following indices comprise the index set γ:

• all indices j belonging to a block index i ∈ JI , with Qi = I being the corresponding
orthogonal matrix.

• the last component j of each block index i ∈ JB, with q′i being the last column of the
corresponding orthogonal matrix Qi.

Using these identifications, it is easy to see that assumptions (a) and (b) in Proposition
4.1 are identical to the two conditions in this theorem. Consequently the assertion follows
from Proposition 4.1. �

We next generalize Theorem 4.2 to the case where strict complementarity is not satis-
fied. In addition to JI , JB, J0, we use the index sets JB0, J0B, J00 defined by (16).

Theorem 4.3 Let z∗ = (x∗, µ∗, λ∗) be a (not necessarily strictly complementary) KKT
point of the linear SOCP. Suppose that for any partitioning JB0 = J1

B0 ∪ J2
B0, any subset

J2
0B ⊆ J0B, and any mutually disjoint subsets J1

00, J
3
00, J

4
00, J

5
00 ⊆ J00, the following two

conditions hold:

(a) The matrix(
Ai (i ∈ JI ∪ J1

B0 ∪ J1
00), AQ̄i (i ∈ J2

B0 ∪ J4
00), Aiq

′
i (i ∈ JB ∪ J2

0B ∪ J3
00 ∪ J5

00)
)

has linearly independent columns.

(b) The matrix(
Ai (i ∈ JI ∪ J1

B0 ∪ J1
00), AiQ̄i (i ∈ JB ∪ J2

B0 ∪ J3
00 ∪ J4

00), Aiq
′
i (i ∈ J2

0B ∪ J5
00)
)

has linearly independent rows.

Then all matrices W0 ∈ ∂BM0(z
∗) are nonsingular.
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Proof. Choose W0 ∈ ∂BM0(z
∗) arbitrarily. Then

W0 =

 0 −AT −I
A 0 0

I − V 0 V


for a block diagonal matrix V = diag

(
V1, . . . , Vr

)
with Vi ∈ ∂BPKi

(x∗i − λ∗i ). Following the
proof of Theorem 4.2, we define V a := I −V and V b := V and see that these two matrices
satisfy the assumptions of Proposition 4.1. Similarly to the proof of Theorem 4.2, we also
have

V a = Q(I −D)QT and V b = QDQT

with the block matrices

Q := diag
(
Q1, . . . , Qr

)
and D := diag

(
D1, . . . , Dr

)
.

Then we need to identify the index sets α, β and γ in Proposition 4.1. To this end, we
follow the proof of Theorem 3.7 and partition the index sets JB0, J0B, and J00 further into
certain subsets in a similar manner. Then, as in the proof of Theorem 3.7, we are able
to show which indices j belong to the sets α, β, and γ. Moreover, it is not difficult to
see that the two assumptions (a) and (b) in this theorem correspond precisely to the two
requirements (a) and (b) in Proposition 4.1. We leave the details to the reader (note that
assumption (b) coincides with the corresponding assumption in Theorem 3.7, so there is
nothing to verify for this part). �

Note that a corresponding result for interior-point methods does not hold since the Jacobian
matrices arising in that context are singular whenever strict complementarity does not hold.

As a consequence of Theorem 4.3 and [19], we obtain the following theorem.

Theorem 4.4 Let z∗ = (x∗, µ∗, λ∗) be a (not necessarily strictly complementary) KKT
point of the linear SOCP, and suppose that the assumptions of Theorem 4.3 hold at this
KKT point. Then the nonsmooth Newton method zk+1 := zk − W−1

k M0(z
k), with Wk ∈

∂BM0(z
k), applied to the system of equations M0(z) = 0 is locally quadratically convergent.

5 Final Remarks

We have investigated the local properties of a semismooth equation reformulation of both
the linear and the nonlinear second-order cone programs. In particular, we have shown
nonsingularity results that provide basic conditions for local quadratic convergence of a
nonsmooth Newton method. Strict complementarity of a solution is not needed in our
nonsingularity results. Apart from these local properties, it is certainly of interest to see
how the local Newton method can be globalized in a suitable way. We leave it as a future
research topic.
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